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Preface

We present in this volume a collection of revised selected papers from the
ISCA Tutorial and Research Workshop on Nonlinear Speech Processing (NO-
LISP 2007) held in Paris, France, 22–25 May, 2007. NOLISP 2007 was organized
by the University Pierre and Marie Curie (UPMC) with the generous support
of ISCA (International Speech Communication Association), EURASIP and the
IEEE. NOLISP 2007 was the first follow-on workshop to a series of three ear-
lier events related to nonlinear speech processing, that were organized within
the framework of the European COST action 277 Nonlinear speech processing
(2001–2005). The financial support of ISCA enabled the attendance of leading
researchers from various parts of the world.

The exciting field of speech processing has witnessed tremendous development
over the past 20 years or so, thanks to both technological progress and to the
growing focus of research on a number of key application areas. However, some
specificities of the speech signal are still not well addressed by the currently
available models. Hence, new nonconventional models and processing techniques
need to be investigated in order to foster and/or accompany future progress, even
if they do not match immediately the level of performance and understanding
of the current state-of-the-art approaches.

The purpose of NOLISP is to present and discuss novel ideas, work and results
related to such alternative techniques for speech processing, which depart from
mainstream approaches. It declared its intent to be an interdisciplinary forum,
intertwining research in different fields of speech processing with its growing
applications in everyday practice.

One of the special characteristics of the NOLISP volumes is that the authors
usually propose new improvements for speech processing by drawing inspira-
tion from other exciting fields including, amongst others, statistical signal pro-
cessing, pattern classification, multi-modal processing, perceptual-based criteria,
auditory processing and machine learning-based approaches.

This volume contains a collection of revised and selected papers presented
at NOLISP 2007. After a thorough review process, 24 papers were accepted
for publication, including the contribution of three invited speakers. A total of
8 sessions containing 32 papers were accepted for presentation, covering spe-
cific aspects such as speaker recognition, speech analysis, voice pathologies,
speech recognition, speech enhancement, audio and visual speech processing and
applications.

In this book, the papers have been divided into the following sections:

– Nonlinear and Nonconventional Techniques
– Speech Synthesis
– Speaker Recognition
– Speech Recognition
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– Speech Analysis
– Exploitation of nonlinear techniques

Finally, we would like to express our gratitude to members of the NOLISP
Organizing Committee, and to all the people who participated in the event
(delegates, invited speakers, scientific committee members). The editors would
also like to address a special mention to the people who helped in the peer-review
process as special or additional reviewers.

October 2007 Mohamed Chetouani
Amir Hussain

Bruno Gas
Maurice Milgram
Jean-Luc Zarader
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Carmen Peláez-Moreno, and Fernando Dı́az-de-Maŕıa
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Phase-Based Methods for Voice Source Analysis  

Christophe d’Alessandro1, Baris Bozkurt2, Boris Doval1, Thierry Dutoit3, 
Nathalie Henrich4, Vu Ngoc Tuan1, and Nicolas Sturmel1 

1
 LIMSI-CNRS Orsay, France 

2 Izmir Institute of Technology, Izmir, Turkey 
3 TCTS-FPMs, Mons, Belgium 

4
 DPC-GIPSA-Lab Grenoble 

cda@limsi.fr, barisbozkurt@iyte.edu.tr, boris.doval@limsi.fr, 
thierry.dutoit@fpms.ac.be, Nathalie.Henrich@gipsa-lab.inpg.fr, 

vnt@limsi.fr, sturmel@limsi.fr  

Abstract. Voice source analysis is an important but difficult issue for speech 
processing. In this talk, three aspects of voice source analysis recently developed at 
LIMSI (Orsay, France) and FPMs (Mons, Belgium) are discussed. In a first part, 
time domain and spectral domain modelling of glottal flow signals are presented. It 
is shown that the glottal flow can be modelled as an anticausal filter (maximum 
phase) before the glottal closing, and as a causal filter (minimum phase) after the 
glottal closing. In a second part, taking advantage of this phase structure, causal 
and anticausal components of the speech signal are separated according to the 
location in the Z-plane of the zeros of the Z-Transform (ZZT) of the windowed 
signal. This method is useful for voice source parameters analysis and source-tract 
deconvolution. Results of a comparative evaluation of the ZZT and linear 
prediction for source/tract separation are reported. In a third part, glottal closing 
instant detection using the phase of the wavelet transform is discussed. A method 
based on the lines of maximum phase in the time-scale plane is proposed. This 
method is compared to EGG for robust glottal closing instant analysis. 

1   Introduction 

Voice source analysis is an important issue for speech and voice processing, with many 
applications such as source tract decomposition, formant estimation, pitch synchronous 
processing, low-rate speech coding, speaker characterisation, singing, speech synthesis, 
phonetic and prosodic analyses, voice pathology and voice quality evaluation, etc. 

However, voice source analysis is also a difficult issue for speech processing. There 
is generally no measurable reference to the “true” source and vocal tract components. 
Speech and voice signals are rapidly time-varying, and subject to large individual and 
inter-subject variations. Finally source tract interactions are not well known to date, but 
they may render voice source decomposition questionable in the situations where strong 
interactions are likely to occur (e.g. source-tract adjustments in singing). 

The aim of this tutorial is to present some aspects of the authors’ recent works in 
the domain of voice source analysis. A common feature of this line of research is the 
specific attention paid to the phase structure of the voice source signal. Two aspects 
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of the voice source phase are explored: the spectral phase of the glottal pulse itself 
and cross-scale instantaneous phases in a time-scale space. This paper presents the 
concepts without much technical details. The general reader will get the main ideas 
out of this paper. As the most significant references to published literature are pointed 
out at the beginning of each section, the interested reader will easily find more 
detailed presentations of the material described herein.  

1.1   Definitions of Phase 

“Phase” is a highly polysemic word in the general language. In signal processing also, 
the meaning of “phase” is manifold (for a review, see Alsteris & Paliwal, 2007). 
Starting from the more basic periodic signals, sine waves, phase is defined as the 
argument of the sinusoidal function. This first definition of phase, in time domain, or 
“instantaneous phase” is useful for dealing with waveforms. For instance maxima of 
sine waves are located at phases π/2 modulo 2π. Mathematically, instantaneous phase 
and instantaneous envelopes are defined using the Hilbert Transform. They are useful 
for describing the time evolution of signals. This first definition of phase can be 
extended to time-frequency or time-scale representations. This will be used below for 
time-scale analysis of the glottal closings instants of the voice source. 

As spectral representation is a decomposition of the signal on a basis of complex 
exponentials (i.e. sine and cosine waves), a second definition of phase is the argument 
of the complex spectrum. This “spectral phase” or “phase spectrum” is often difficult 
to deal with. On the one hand, spectral phases computed using the Fourier transform 
are obtained modulo 2π and must be unwrapped. On the other hand, even the smallest 
delay in the signal changes dramatically the phase spectrum, because it introduces a 
linear component (note that the phase spectrum derivative in frequency, or group 
delay, is a more robust representation (Yegnanarayana & Murthy, 1992). This second 
definition of phase will be used below for glottal flow analysis and synthesis. 

1.2   Phase Structure of the Glottal Pulse 

Let’s write the linear speech production model of voiced speech, in the time domain 
and in the spectral domain: 

)()())()(()()()()( tltvtgnTottltvtets
n

∗∗∗−=∗∗= ∑δ  (1) 

)())()(()()()()( fVfGnFoffLfVfEfS
n

×××−=××= ∑δ (2) 

Where: t represents times, f  frequency, s the speech signal, e the voiced excitation 
component, v the vocal tract impulse response, l the lip radiation component, T0 (F0 ) 
the fundamental period (frequency) and g the glottal flow component.  

Depending on the application, the time domain (1) or spectral domain (2) model is 
preferred. But it goes generally unnoticed that time domain and spectral domain 
approaches may not be equivalent, because of a different underlying phase structure 
implicitly assumed for the glottal flow component. Let us examine this point in more 
detail. 
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In the early years of the source-filter theory of speech production, the effect of the 
voice source was mainly studied in the spectral domain, like in Equation (2): the 
glottal flow signal being considered as the output of a low-pass system to an impulse 
train. For instance, in a transmission line analogue (Fant, 1970) four poles (sr1, sr2, 
sr3, sr4) on the negative real axis were used, with |sr1|= |sr2| = 2π100Hz, and |sr3| = 
2π2000Hz, |sr4| = 2π4000Hz. Note that two poles are low pass (we shall interpret 
these poles later on in terms of “glottal formant”), and that two poles (sr3 and sr4) are 
fixed (we shall interpret these poles later on in terms of “spectral tilt”). This simple 
form entailed important practical consequences, because it has been used (for discrete 
time signals) for deriving the linear prediction equations (see for instance Markel and 
Gray, 1976). In this later case, only two poles are used, because the linearity of this 
acoustic model only holds for frequencies below about 4000 Hz.  

)1)(1/(1)( 1*1 −− −−= zppzzG  (3) 

The corresponding impulse response, magnitude and phase spectra of are plotted in 
Fig 1. 

 

Fig. 1. All pole glottal flow model, as assumed by the Linear Prediction synthesis model. From 
left to right: glottal waveform, spectral phase and spectral magnitude.  

On the other hand, for e.g. formant synthesis, the time domain model like in equa-
tion (1) is generally preferred, using time domain models of the glottal flow comp-
onent. A neglected dimension of this glottal flow component is its phase structure. In 
time-domain models, glottal flow models are generally not viewed as filters or linear 
systems, but are rather described by ad hoc equations (based on polynomials or 
trigonometric functions). An example of such a model is the KLGLOTT88 model 
(Klatt & Klatt, 1990), described by the following equations (when there is no 
additional spectral tilt component): 

⎩
⎨
⎧

<<
<<−

=
TotOqTo 

OqTotbtat
tUg

                            0

0                 
)(

32

  (4) 

The corresponding impulse response, magnitude and phase spectra of are plotted in 
Fig 2. 

Note that, as far as spectral magnitude is concerned, Figure 1 and Figure 2 are very 
close (the same glottal flow parameters being used). However, both waves are reversed 
in time, or equivalently, their phases are opposed in sign (corresponding to a symmetry 
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Fig. 2. KLGLOTT88 glottal flow model, as assumed by the Klatt synthesizer (Klatt & Klatt, 
1990). From left to right: glottal waveform, spectral phase and spectral magnitude. 

relative to the glottal closing instant (GCI)). Then it is argued in the following that the 
specific phase structure of glottal flow models can be used for source/tract separation 
and for designing new linear glottal flow models. Section 2 give details on the spectrum 
of glottal flow models, and presents a new model: the Causal-Anticausal Linear model. 
In Section 3 a new method that takes advantage of this causal-anticausal model is 
presented, along with some application to voice source analysis. 

1.3   Glottal Pulse Phases in the Time-Scale Space 

A second noticeable aspect of the phase of the voice source signals is the instant of 
glottal excitation or glottal closing. According to Equation (1) the source component 
can be split in two parts: (1) a linear (and thus linearly predictable using a small set of 
preceding samples) glottal flow filter and (2) excitation by a train of Dirac pulses 
(which is not linearly predictable at all using a small set of preceding samples) at the 
GCI. GCIs correspond to singularities in the signal. Time-scale representation using 
the wavelet transform is well suited to the problem of singularity detection. However, 
in the case of glottal pulses, the phase structure of the glottal pulse also influences 
instantaneous phases in the time-scale domain. A specific method for following the 
phases across scales is proposed: the lines of maximum amplitude (LOMA) of the 
wavelet transform. This method is applied to GCI detection, and compared to direct 
GCI measurement using electroglottography (EGG) in Section 4. Finally, Section 5 
summarizes the main results obtained. 

2   Time-Domain and Spectral Glottal Flow Models1  

2.1   Glottal Source  

Several mathematical "glottal flow models", abbreviated as GFM hereafter, have been 
proposed over the past decades, such as the well-known LF model (Fant & 
Liljencrants, 1985), the KLGLOTT88 model (Klatt & Klatt, 1990), the Rosenberg's 
models (Rosenberg, 1971) or the R++ model (Veldhuis, 1998). Figure 3 gives a 
typical example of a glottal flow model and its time derivative. 

                                                           
1  The main references for this Section are: Doval, d’Alessandro, Henrich, 2006; Doval, 

d’Alessandro, Henrich., 2003. 
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Fig. 3. Example of glottal flow model (top) and differential glottal flow mode (bottom). See 
text for explanation of the symbols (from Sturmel et al., 2007). 

Generally, voice quality is better described by spectral parameters, such as the 
spectral tilt, the relative amplitude of the first harmonics (Hanson, 1997), the harmonic 
richness factor (Childers, 1991), the parabolic spectral parameter (Alku et al, 2002). A 
remarkable spectral feature of GFM is the spectral peak that can be observed on the 
glottal flow derivative spectrum in the region of the first harmonics. This peak has been 
coined the “glottal formant", although it is not a resonance, like vocal tract formants. 

The link between spectral voice quality and glottal source parameters has not 
previously been addressed systematically. For answering this problem, one must study 
the position, variation and properties of the glottal formant and derive closed-form 
equations for relating time-domain glottal flow parameters to the glottal formant. This 
work has been conducted in (Doval et al., 2006), with the following aims:  

• Studying the spectral behavior of the most common glottal flow models  
• Deriving the relationships between time-domain parameters  and spectral 

parameters  
• Providing some hints for spectral estimation or modification of glottal 

flow parameters  

2.2   Glottal Flow Models 

Among the GFMs proposed in the literature, we have studied the following ones (the 
parameters mentioned in this paragraph are explained later in the paper):  

• KLGLOTT88 model (Klatt & Klatt, 1990): the glottal flow is modelled by a 
third order polynomial which is possibly smoothed using the low-pass filter 
method. There are four parameters: Av, T0, Oq and TL which is the 
attenuation in dB of the low-pass filter at 3000 Hz. Notice that the 
asymmetry of the flow cannot be changed and is always: αm = 2 / 3.  
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Fig. 4. Comparison of several glottal flow models in time and magnitude spectral domains. 
Left, top: GFM waveform. Left, bottom: GFM derivative waveform. Right: GFM Magnitude 
spectrum (from Doval et al., 2006). 

• R++ model (Veldhuis, 1998): the glottal flow is composed of a fourth order 
polynomial for the open phase followed by an exponential return phase. 
There are five parameters: K (an amplitude coefficient), T0, Te, Tp and Ta. 
The glottal flow is computed so that it returns exactly to 0 at the end of the 
cycle.  

• Rosenberg C (Rosenberg, 1971): the glottal flow is composed of two 
sinusoidal parts. The 4 parameters are: Av, T0, Tpand Tn = Te − Tp. Noticed 
that the smooth closure case is not handled.  

• LF model (Fant & Liljencrants, 1985): the glottal flow derivative is modelled 
by an exponentially increasing sinusoid followed by a decreasing 
exponential. There are five parameters: Ee = E (the maximum excitation), T0, 
Te, Tp, Ta. The glottal flow is computed so that it returns exactly to 0 at the 
end of the cycle. For that, two implicit equations must be solved.  

Figure 4 shows an example of the four GFMs (left, top) and their derivatives (left, 
bottom) with abrupt closure and with a common set of parameters: T0 = 8ms, Oq = 0.8, 
αm = 2 / 3 and E = 1. KLGLOTT88 and R++ models are identical for this parameter 
set. Note that Av differs between models when E and the other parameters are fixed. 
However these differences are hardly audible. All GFMs share some common time-
domain features: 

• the glottal flow is always positive or null  
• the glottal flow and its derivative are quasi-periodic  
• during a fundamental period, the glottal flow is bell-shaped: it increases, 

then decreases, then becomes null  
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• during a fundamental period, the glottal flow derivative is positive, then 
negative, then null.  

• the glottal flow and its derivative are continuous and differentiable 
functions of time, except in some situations at the glottal closing instant.  

Furthermore, GFMs are described in terms of phases in the time domain:  

• the opening phase: the glottal flow increases from baseline at time 0 to its 
maximum amplitude Av also called "amplitude of voicing" at time Tp.  

• the closing phase: the glottal flow decreases from Av to a point at time Te where 
the derivative reaches its negative extremum E. Te is the glottal closing instant 
(GCI) and E is called the "maximum excitation".  

• the open phase: it consists of the opening and closing phases, characterized by 
the open quotient Oq = Te / T0. The ratio between the opening phase duration and 
the open phase duration is called "asymmetry coefficient" and noted αm.  

• the closed phase: in the situation of "abrupt closure" there is a discontinuity in 
the glottal flow derivative which instantaneously reaches 0 after maximum 
excitation. The glottal flow is null between OqT0 and T0. In the situation of 
"smooth closure" the glottal flow derivative is continuous and exponentially 
returns to 0 at time Tc. This phase is called "return phase" and the exponential 
time constant is noted Ta. It can also be characterized by the relative parameter 
Qa = Ta / [(1 − Oq)T0] which takes its value between 0 and 1. The smooth 
closure case can be modelled in two different ways: either a time-domain 
decreasing exponential (leading to the return phase as described above) noted 
"return phase method" or a low-pass first (or second) order filter applied to the 
whole open phase noted "low-pass filter method". 

2.3   Spectral Properties of Glottal Flow Models: The Glottal Formant 

Since the early years of the source-filter theory of speech production, it is well known 
that the effect of the glottal flow in the spectral domain can be approximated by a low-
pass system. When considering the GFM derivative spectrum, one can show that it 
behaves like a band-pass filter, and a spectral peak appears in low frequencies, the so-
called "glottal formant". Figure 4 shows the magnitude spectra of the four GFM 
derivatives (phase spectra are also similar for the four models). Closed-form equations 
for the GFM spectra and the GFM derivative spectra are given in (Doval et al., 2006).  

Figure 5 shows the magnitude spectrum of a GFM derivative and a straight line 
stylization of this spectrum. The glottal formant is clearly visible in this log-log 
representation. Again, "glottal formant", does not refer in this case to a resonance in 
the speech apparatus but only to a maximum in the spectrum. 

Figure 5 shows that the glottal formant frequency is slightly higher than the 
asymptotes crossing point. Its amplitude is also different from the crossing-point 
amplitude. However, straight line stylisation gives a good approximation of the glottal 
formant position, and it can be computed from the glottal flow parameters (see Doval 
et al., 2006). 
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Fig. 5. Magnitude spectrum of a GFM derivative (in a log-log representation), and straight line 
stylization (from Doval et al., 2006) 

2.4   Effects of Open Quotient and Asymmetry Coefficient on the Glottal 
Formant 

The glottal formant frequency is mainly inversely proportional to the open quotient. It 
depends only marginally on αm.  The glottal formant is roughly found between the first 
and the 4th harmonics. Its relative amplitude depends mainly on αm An example of 
synthetic speech is given in Figure 6.  

 
Fig. 6. Glottal formant and open quotient (synthetic speech). Top row: magnitude spectrum of 
the speech signals. Bottom row: time domain signals, with glottal excitation superimposed to 
speech (arrows are showing the corresponding waves). Left column: small open quotient (tense 
phonation); right column: large open quotient (lax phonation) (from Bozkurt, 2005). 

Figure 7 (right panels) shows the influence of Oq (4th column right) and αm (3rd 
column right) on the GFM (3rd row) and the GFM derivative (4th row) spectra. Several 
points may be observed:  

• the mid and high frequency spectral energy is not much modified by αm and 
Oq variations  
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Fig. 7. Effect of amplitude of voicing, spectral tilt, asymmetry and open quotient on the 
waveform and spectra of GFM and GFM derivatives. Top row: GFM; Second row; GFM 
derivative; Third row GFM log-log magnitude spectrum; Bottom row: GFM derivative log-log 
magnitude spectrum. First column: effect of amplitude of voicing; Second column: effect of the 
return phase and spectral tilt; Third column: effect of GFM asymmetry; Last column: effect of 
open quotient (from Doval et al., 2006). 

• Oq mainly changes the glottal formant frequency  
• αm mainly changes the glottal formant amplitude (or rather its bandwidth)  

2.5   Spectral Tilt 

The voice spectral tilt describes the GFM spectral profile in mid to high frequencies. 
It is related to the return phase in the case of smooth closure of the vocal folds. From 
a modelling point of view, two methods can be applied: either a time-domain 
decreasing exponential (leading to the return phase as described above) noted "return 
phase method" or a low-pass first (or second) order filter applied to the whole open 
phase noted "low-pass filter method". For example, R++ and LF are using the "return 
phase method" while KLGLOTT88 is using the low-pass filter method.  The spectral 
tilt parameter is Qa. Its main effect is to add an additional -6dB/oct attenuation above 
the cut-off frequency Fc . Figure 7 (second column) illustrates the effect of Qa. The 
main vocal quality effect of spectral tilt is voice loudness: a low or null Qa 
corresponds to a minimum spectral tilt and a loud voice. Conversely, a high (close to 
1) Qa corresponds to a high spectral tilt and a weak voice. 

2.6   Causal-Anticausal Glottal Flow Model and Application to Speech Synthesis 

The preceding discussion shows that the source log magnitude spectrum can be stylized 
by three linear segments with +6dB/octave, -6dB/octave and -12dB/octave (or sometimes 
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Fig. 8. Poles pattern (left).for the Causal-Anticausal Linear Model (left). Corresponding: GFM 
(middle) and GFM derivative (right). 

-18dB/oct) slopes, respectively, like in Figure 5. The two breakpoints in the spectrum 
correspond to the glottal spectral peak and the spectral tilt cut-off frequency. 

For synthesis in the spectral domain, it is possible to design an all-pole filter which 
is comparable to e.g. the LF model. This filter is a 3rd order low-pass filter, with a pair 
of conjugate complex poles, and a simple real pole. The simple real pole is given 
directly by the spectral tilt parameter. It is mainly effective in the medium and high 
frequencies of the spectrum. The pair of complex-conjugate poles is used for 
modelling the glottal formant (see Figure 8). If one wants to preserve the glottal pulse 
shape, and thus the glottal flow phase spectrum, it is necessary to design an anticausal 
filter for this pole pair. The spectral model is then a Causal (spectral tilt) Anti-causal 
(glottal formant) Linear filter Model (CALM, Doval et al. 2003). This model is 
computed by filtering a pulse train by a causal second order system, according to the 
frequency and bandwidth of the glottal formant, whose response is reversed in time to 
obtain an anti-causal response. Note that if one wants to preserve the finite duration 
property of the glottal pulse, it is necessary to truncate the impulse response of the 
filter. Otherwise, the decay of the filter response may continue longer than a single 
period and get mixed with the next period. Spectral tilt is introduced by filtering this 
anti-causal response by the spectral tilt component of the model. The waveform is 
then normalized in order to control accurately the intensity parameter E.  The CALM 
has been recently used successfully for real-time gesture-controlled voice synthesis 
(D’Alessandro et al., 2007). 

3   Zero of the Z-Transform (ZZT) Representation of Speech 2 

3.1   Principle of the ZZT 

ZZT is a new representation of signals. ZZT means Zeros of Z-Transform and is 
defined by the set of roots of the Z-transform of any signal frame. Mathematically 
speaking, if x(n), n=0…N-1 is a signal frame, its ZZT is the set of N complex roots (or 
zeros) Z m of its Z-transform X(z):  

                                                           
2  The main references for this Section are: Bozkurt, 2005, Bozkurt, Doval, d’Alessandro, 

Dutoit, 2005, Sturmel, d’Alessandro, Doval, 2007. 
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Fig. 9. ZZT, applied to a differential glottal flow signal. a) signal; d) corresponding magnitude 
spectrum; c) Zeros of the Z transform in Cartesian coordinates; b) Zeros of the Z transform in 
polar coordinates (from Bozkurt et al, 2005). 
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The ZZT is then an all-zero representation of the Z-Transform. It can be 
represented on the complex plane either in the classical Cartesian coordinates (see 
Figure 9c) or in the more readable polar coordinates (see Figure 9b).  

To compute the ZZT, an algorithm for polynomial root extraction is needed, like 
such as the "root" function in MatlabTM, since  it is known that there is no general 
closed-form expression to calculate the roots of a polynomial whose degree is larger 
than 5 from its coefficients (Galois' theorem).  

3.2   ZZT and the Linear Speech Production Model  

The ZZT and the source-filter model have strong relationships. The ZZT shows 
different patterns for each contribution of the source/filter model, and particularly for 
each part of the glottal flow signal; the speech signal is simply the union of the ZZT 
of each contribution. These results indicate that ZZT is well-suited for source/filter 
deconvolution, and especially for the study of the source parameters. Let us consider 
the LF GFM, with equations: 
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0,0)( Ttttg c ≤≤=  (8) 

The corresponding ZZT patterns are displayed in Figure 9. Two rows of zeros are 
obtained, one for the causal part, and the other for the anticausal part. Gaps appear in 
each row, corresponding to the poles of the CALM model. 

According to Equation 1, a voiced speech frame s(n) can be written as the 
convolution product of an impulse train (excitation signal) e(n) by the differential* 
glottal flow waveform g(n) followed by the vocal tract filter with impulse response 
v(n) . As usual for source-filter model, the lip radiation contribution is approximated 
as a derivation and is incorporated into the source contribution as a differentiation. 
Therefore it is the differential glottal flow rather than the glottal flow itself which is 
represented. An example is given in Figure 10. 

 

Fig. 10. A pictorial view of the speech production model of Equation 1 (from Bozkurt, 2005) 

 

Fig. 11. A pictorial view of the speech production model of Equation 2 (from Bozkurt, 2005) 

It is well known that the magnitude spectral representation (in dB) transforms the 
convolution into a sum :  

))(log())(log())(log())(log( νννν LVES ++=  (9) 

For instance, this is the first step of cepstrum source/filter deconvolution. An 
example is given in Figure 11. 

In contrast, the ZZT representation transforms the convolution into a union:  

{ } { } { } { }LVES ZZTZZTZZTZZT ∪∪=  (10) 

This can be clearly seen on Figure 12, where the sets of zeros of each contribution 
(left three plots) are simply "copy-pasted" in the speech signal ZZT (right plot).  

 

Fig. 12. A pictorial view of the speech production model in terms of ZZT (from Bozkurt, 2005) 
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Let us describe more precisely the different ZZT patterns encountered in each part 
of the source-filter model (like in Figure 12):  

• For the impulse train (left plot), the ZZT pattern is a set of regularly spaced 
zeros on the unit circle, with a gap at each multiple of the fundamental 
frequency. Since the magnitude spectrum is the modulus of the Z-Transform 
taken on the unit circle, one can observe the effect of these zeros as spikes on 
the spectrum between the harmonics (Figure 11, left).  

• For the differential glottal flow (left middle plot), the ZZT pattern is the 
union of a row of zeros lying outside the unit circle and of a row of zeros 
inside the circle. The outside row shows a gap between the zero which is on 
the real axis and the others. This corresponds to the glottal formant which 
can be seen as a local maximum in the low-frequency region on the spectrum 
representation (Figure 11, left middle plot). On the other hand, the zero gap 
on the inside row corresponds to the "spectral tilt" which can be seen as a 
global slope on the spectrum representation.  

• For the vocal tract (right middle plot), the ZZT pattern is a row of zeros lying 
inside the unit circle. Gaps appear in this row, each one corresponding to a 
(vocal tract) formant.  

Finally, the ZZT pattern of the speech signal (right plot) is the union of all the 
zeros that appear in each part of the source-filter model. This is the key to 
source/filter deconvolution using separation of the zeros into two subsets. 

3.3   Source Parameter Estimation Using the ZZT 

An interesting property of ZZT decomposition is that it can distinguish between the 
minimum and maximum phase parts of a signal. Note that the glottal formant is 
maximum phase: this can be seen on the group delay because the corresponding peak 
is negative, or on the ZZT because the corresponding zeros are outside the unit circle 
(Bozkurt et al., 2004), or on the CALM model where the corresponding poles are 
outside the unit circle. Since all other speech components are minimum phase (or 
causal), the outside zeros belong to the glottal flow component. Therefore they can be 
extracted to estimate the glottal flow component and the glottal formant frequency. 
Using this position, the open quotient can be deduced using the theory exposed in 
Section 2 (Henrich et al., 2001).  

Figure 13 gives an example of open quotient estimation using ZZT. This example 
is a natural vowel changing from lax to pressed voice quality. It has been recorded 
together with the EGG signal in order to extract the open quotient Oq 3. For a pressed 
voice, the open quotient is low. Figure 13 shows the estimated glottal formant 
frequency Fg, together with a curve proportional to 1/Oq (the value of k has been 
chosen to fit the first part of the Fg curve) and the fundamental frequency (which is  
 

                                                           
3 The EGG signal is proportional to the electrical current across the vocal fold. When the glottis 

is open this current is relatively weak, conversely when the glottis is closed this current is 
relatively strong. The variation of the EGG current is more important at the GCI than at the 
opening instant. In the derivative of the EGG current, a large peak indicates the closing instant 
and a smaller peak indicates the opening instant (Henrich et al. 2004). Notice that these two 
peaks have opposite signs. 
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Fig. 13. Open quotient estimation using the ZZT (from Bozkurt, 2005) 

 

Fig. 14. Source-tract decomposition using ZZT (from Sturmel et al., 2007) 

approximately constant). Fg follows well the curve in 1/Oq, which shows that ZZT is 
a promising means of estimating Oq. Experiments on synthetic signals have shown 
that Fg can be estimated with good precision if it does not coincide with the first 
formant (Sturmel et al. 2006). 
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3.4   Source-Tract Deconvolution Using the ZZT and Comparative Evaluation 
with Inverse Filtering 

Source-filter deconvolution using ZZT is explained in Figure 14 (Bozkurt et al. 2004, 
Sturmel et al. 2006). The principle is to compute the ZZT of a speech frame, to 
separate its zeros in two sets according to their radius, and then to compute two 
components from these sets of zeros. These two components correspond to the 
"source dominated" and "vocal tract dominated" signals.  

According to ZZT theory, the zeros outside the unit circle correspond to the 
anticausal part of the speech signal. The source-filter model predicts that the 
anticausal part corresponds to the glottal formant. However, spectral tilt corresponds 
to a causal signal (a decreasing exponential in the time-domain). Then the ZZT 
decomposition method separates the glottal formant contribution from the vocal tract 
and spectral tilt contributions. Figure 15 shows an example of decomposition. 

 

Fig. 15. Source tract decomposition using the ZZT (from Bozkurt, 2005) 

The top plot shows the spectrum of a speech frame where formants can be seen at 
around 600Hz, 1200Hz, 2300Hz, 3300Hz and 4000Hz. The bottom plot shows the 
spectra of the two signals obtained from ZZT decomposition: one mainly corresponds 
to the vocal tract response showing the formants, the other corresponds to the glottal 
flow spectrum showing the glottal formant and a global spectral slope.  

It must be pointed out that ZZT decomposition and inverse filtering are based on 
different principles. Inverse filtering requires the vocal tract filter identification, and is 
based on passing the speech signal through the inverse filter. Inverse filtering 
achieves source-filter decomposition mainly on the basis of properties of the filter. On 
the contrary, the ZZT representation is based on a very specific property of the 
source, i.e. its mixed-phase nature. Therefore, source tract decomposition using ZZT 
is not another inverse filtering method. 

Four state-of-the-arts commonly used inverse filtering methods have been compared 
to ZZT for source filter separation (Sturmel et al., 2007). All methods are based on LP 
(Markel & Gray, 1976), the last one requiring additional processing steps. All these 
methods are well documented in the literature: (1) Linear prediction, autocorrelation 
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method (unlike ZZT, Autocorrelation is an asynchronous method), (2) linear prediction, 
covariance (like ZZT, covariance LP is a pitch synchronous method); (3) Linear 
prediction, lattice filter (asynchronous method based on the Burg's algorithm, which 
ensures a stable lattice filter; this is an asynchronous method); (4) Iterative Adaptive 
Inverse Filtering (IAIF, asynchronous method; Alku, 1992).  

As the source signal is unknown in natural speech, the evaluation procedure is 
mainly based on analyzing synthetic speech in a first part, and then on simultaneous 
recording of natural speech and electroglottographic signals (that give partial 
information on the voice source). The synthetic speech database contains a large 
number of test signals. Automatic procedures for comparisons of synthetic and 
estimated voice sources are also proposed. 

More formal evaluation, with the help of a spectral distance were conducted, using 
a large number of experimental conditions  

 
Fig. 16. Comparison of ZZT and LP inverse filtering for source-tract decomposition of a 
synthetic speech signal. Top Left, synthetic speech. Top right, synthetic differential glottal 
flow. Middle left, LP correlation, Middle right: ZZT; bottom left: LP covariance, bottom right 
IAIF (from Sturmel et al., 2007). 

Source estimation examples are presented in figures 16 and 17. Figure 16 presents 
the estimated source waveforms for a synthetic speech signal /a/. Note that the original 
synthetic source is known, and can be compared directly to the estimated source 
waveforms. Figure 17 presents source estimations for a real speech signal. Both glottal 
flow and its derivative are shown for each method. An electroglottographic reference is 
available for this example, showing that the open quotient is about 0.5 (i.e. the closed 
phase of the source is about half of the period). In the example, the ZZT is the only 
method giving a closed phase of about 0.5. 

Spectral distance results and visual inspection of the waveforms lead to the 
following conclusions: 

o  The pitch synchronous covariance linear prediction seems the worst 
differential glottal wave estimator. Since it is performed on a very short 
signal segment, the autoregressive filter order may probably be too small 
for accurate estimation of the vocal tract filter. Nevertheless, the overall 
low frequency restitution of the glottal formant seems realistic. 
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Fig. 17. Comparison of ZZT and LP inverse filtering for source-tract decomposition of a natural 
speech signal. Top center: natural speech (vowel /a/). Left column: estimated differential glottal 
flow. Right column: estimated glottal flow.  

o − The IAIF method seems the most robust one tested in the sense that it 
gives good results in almost every case : the adaptive part of the algorithm 
appears to be useful for fitting even the most difficult signals. However 
noise and ripples on the estimated differential glottal waveform make it 
hardly suited to parameter extraction or analysis.  

o − The auto-correlation linear prediction is surprisingly the best LP-based 
source estimation in this benchmark. However, tests on signals are using 
long analysis windows, exploiting the time invariance assumed by the 
method. This is not always realistic for actual time-varying real speech 
signals. Furthermore, we observed that the worst cases are those where the 
pre-emphasis does not completely suppress the glottal formant :low Oq 
values leading to a glottal formant at two or three times F0, and low 
values for αm leading to a more resonant formant. 

o − The ZZT inverse filtering outperforms LP-based methods both in spectral 
measurements and time-domain observations. The absence of ripples in the 
glottal closed phase together with the very good benchmark results are the 
strongest arguments in favour of this method. On real signals, it is the only 
one to present a clearly visible closed phase on glottal flow waveforms 
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(figure 17). The low error values achieved during benchmark make ZZT the 
best choice for glottal parameter estimation by model fitting. However, the 
method relies heavily on precise glottal closing instants determination, and 
it seems also relatively weak for low signal to noise ratio. Computational 
load is heavier than for LP based methods, because it is based on roots 
extraction from a high degree polynomial. 

4   Lines of Maximum Amplitude of the Wavelet Transform4 

4.1   Glottal Closing Instants for Soft and Strong Voices 

In this section another aspect of the phase of the glottal source is explored. The 
periodicity of the voice source signal is defined by the positions in time of the GCI. In 
addition to periodicity, another important prosodic parameter is the degree of voicing 
(in the simplest form, a voiced/unvoiced decision). For speech synthesis, the GCI are 
needed in methods based on pitch period or pitch synchronous processing. The 
preceding discussions also pointed out that the GCI is important for determining the 
“anticausal” and the “causal” parts of the glottal source signals. 

Glottal closings are often points of sharp variations, or singularities in the speech 
signal. This is particularly the case for abrupt glottal closings, when there is no 
additional spectral tilt component. In this situation, GCI are corresponding to a 
discontinuity in the glottal flow derivative, and methods for discontinuity detection 
would be desirable.  

On the other hand, for soft voices with low vocal effort, the glottal closing instants 
do not correspond to well-marked discontinuities in the glottal flow derivative. The 
waveform is smooth, and the spectral tilt is large. The waveform resembles a sine 
wave. Then instead of searching for discontinuities in the signal, it seems more 
important to follow the signal instantaneous phase. 

 

Fig. 18.  Signal analysis using a non-uniform filterbank. Two extreme situations for glottal 
excitation signals (signal at the top of the Figures), and time-scale analysis. Left panel: sinusoidal 
excitation, without any singularity at glottal closing. Right panel: impulsive excitation.  

The Wavelet Transform demonstrates excellent capabilities for detection of 
singularities in signals (Mallat & Wang, 1992). This feature has been applied to pitch 
detection (Kadambe and Boudreaux-Bartels, 1992). Their work is based on the dyadic 

                                                           
4 The main references for this section are: Vu Ngoc Tuan & d’Alessandro, 1999, 2000. 



 Phase-Based Methods for Voice Source Analysis 19 

wavelet transform of the speech signal. This transform is computed only for two or three 
small scales (high frequencies), typically 24, 25 and 26. Then, GCI are detected by 
locating the local maxima of the transform which are above a threshold level across two 
dyadic scales.  This method works well when the speech signal contains singularities at 
glottal closing (Figure 18, right panel). This is not always the case, and the singularity 
detection is questionable for quasi-sinusoidal voice (Figure 18, left panel). 

When voiced speech is seen using a non-uniform filterbank, characteristic tree-like 
patterns were obtained for voiced, as can be seen in Figure 18. Long lines pointing to 
the singularities are obtained for strong voices or signal containing singularities. On 
the contrary, only the first filters give a significant response to soft voice, or smooth 
signals. However both situations are actually encountered in speech. This is an 
indication that one could take advantage of the length of lines in the time-scale space 
for improving GCI detection. 

A new algorithm for GCI detection with the help of the wavelet transform has been 
presented (Vu Ngoc Tuan & d’Alessandro 1999). Contrary to previous works, all the 
scales are actually used for analysis. Then, the high frequency features related to 
abrupt closures as well as low-pass quasi-sinusoidal speech signals of soft voices can 
be analyzed with accuracy. This is achieved by a new concepts, the lines of maximum 
amplitude (LOMA), which are linking amplitude maxima across scales in the 
wavelets transform domain. 

4.2   Line of Maximum Amplitude of the Wavelet Transform 

A wavelet filter-bank (6 band-pass filters centered on 4000, 2000, 1000, 500 250 and 
125 Hz), with bandwidths proportional to center frequencies is used for signal 
decomposition. The purpose of the filter-bank is to detect the most important periodic 
peaks. Small peaks due to noise are present only in few high frequency (HF) filters, and 
are uncorrelated. On the contrary, large periodic peaks are likely to produce large 
amplitudes for filters at all scales. Lines of maximal amplitude (LOMA) are defined by 
following the amplitude maxima of the filter responses, starting at HF filters and ending 
at low frequency (LF) filters. The LOMA for voiced and unvoiced segments have rather 
different shapes. Unvoiced segments result in short HF lines. On the contrary, voiced 
segments are represented by long lines starting from HF filters and ending at the LF 
filters. For each voicing period, the LOMA are drawing a kind of tree pattern. The GCI 
for each period is associated to the position of the principal LOMA, taken in the highest 
filter. The analysis algorithm can be summarized as follows: 

1. Compute a wavelet transform. The basic wavelet is chosen in such a way 
that the transform is equivalent to a zero-phase filter-bank. Each filter is a 
band-pass filter with a bandwidth proportional to its center frequency. The 
wavelet transform (WT) can be considered as the convolution between the signal and 
a dilated/compressed mother wavelet. Let x(t) be the speech signal, its WT yi(t) at 
scale i is given by: 
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The mother wavelet is a band-pass impulse response in the form: 
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Note the minus sign in the cosine. Then the wavelet analysis will have a 
maximum response to negative peaks. The filters impulse responses are not 
causal, because this is a zero-phase filter-bank. Thus, the signal and its response are 
in phase, and the phase of the signal can be read in the phases of the filters, at each 
scale. The filters frequency responses are displayed in Figure 19. 

 

Fig. 19. Wavelet filterbank 

The frequency response of the mother wavelet is: 
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2. Signals at the output of these filters have local maxima (see Figure 21).  
These maxima are tracked across scales, starting from the highest frequency 
(HF=4000 Hz) towards the lowest frequencies (BF=125 Hz). Several LOMA 
are starting from the highest filter in a period (the number of LOMA at a 
given scale is roughly equal to the center frequency of this scale). However, 
all these lines are joined together at a unique instant in the lowest filter, for 
each voicing period, as there is one LOMA “tree” per period. Thus, one can 
gather these lines into groups, with only one group per period of voiced 
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Fig. 20. Filterbank output (right panel: positive amplitudes only) for a consonant-vowel transition. 
More filters are used for the sake of display (from Vu Ngoc Tuan & d’Alessandro, 1999). 

          

Fig. 21. Lines of Maximum Amplitude across scales. All the lines are displayed in the left 
panel. In the right panel, the optimal line for each period are shown.  

       signal. In each group, the strength of each LOMA is computed by adding all 
the amplitudes along the lines. Optimal selection of maxima across scale is 
achieved using a dynamic programming algorithm. Then the set of optimal 
LOMA for a period is computed. 

3. The line with the highest cumulated amplitude is then chosen for representing 
the period. The GCI is then computed as the instant where the selected line 
starts at the smallest scale (highest frequency) (see Figure 21, right panel). 

4.3   Comparison with Electroglottography 

For GCI detection algorithm evaluation, a reference is needed. The electroglotto-
graphic (EGG) reference is chosen, because it is an accurate and non-invasive GCI 
measurement method. A database of speech including various productions like vocal 
fry, modal and falsetto voices, spontaneous and read speech, male and female voices, 
has been recorded.  

Most of the GCI peaks in the EGG derivative signal are well-defined, but some of 
them are too close: the time interval between two successive peaks is shorter than the 
period of the highest possible fundamental frequency. So we developed a simple 
algorithm for selection of the most prominent peaks that represent GCI. The EGG 
signal and the EGG derivative signal are represented in Figure 22. 
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Fig. 22. Simultaneous EGG and acoustic signals analyses. EGG and DEGG (top panels), 
acoustic signal (middle panel), and response of the wavelet filterbank (from Vu Ngoc Tuan & 
d’Alessandro, 2000). 

For experiments, the speech signal is sampled, and discrete-time signals are analy-
zed. Then the GCI cannot be determined with accuracy greater than the sampling 
period, and there is a slight difference between the discrete-time signal maximum and 
the corresponding continuous-time signal maximum. To increase time-domain 
accuracy, parabolic interpolation is used. Near a GCI, a parabola passing by this 
maximum and two adjacent points is computed. The GCI is taken at the parabola 
maximum. Parabolic interpolation is applied to both methods. 

Acoustic signals were recorded in a sound-proof room, using a condenser 
microphone (Brüel & Kjær 4165) placed at 50 cm from the speaker's mouth, a 
preamplifier (Brüel & Kjær 2669) and a conditioning amplifier (Brüel & Kjær 
NEXUS 2690). EGG signals were recorded simultaneously, using a two-channel 
electroglottograph (EG2). The data were digitally recorded (one channel for the 
acoustic signal and the other one for the EGG signal). Four subjects have been 
recorded (two males and two females).The speakers were asked to read 3 short 
stories, with normal voices, then with a high pitch using falsetto, and then with a very 
low pitch using vocal fry. Sustained vowels and spontaneous speech (an informal 
conversation on daily life matters) were also recorded. 

The data-base has been analyzed using both algorithms. The GCI obtained with the 
DEGG signals are taken as reference measures. As a matter of fact, visual inspection 
shows that this is true in almost all cases: when a pitch period (or a vocal pulse in case 
of vocal fry) is visible on the speech signal, then there is a peak in the DEGG signal. 

The GCI obtained in the speech signal are delayed from the DEGG peaks, mainly 
because of the sound propagation time. This delay depends on the distance between 
the lips and the microphone, on the vocal tract group delay and on the electronic delay 
of the measurement apparatus. The delay is almost constant for each recording 
(except for the time-varying vocal tract group delay). For comparing the GCI detected 
by the two algorithms, the DEGG and speech analyses must be resynchronized by 
delaying the DEGG. This is achieved by the following procedure:  

1. The DEGG signal is delayed by Td ms. 
2. GCI are detected using DEGG. 
3. GCI are detected using LOMA. 
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4. The mean difference between both sets of GCI is computed (Dm) 
5. The procedure is repeated, varying Td. 

The optimal delay Do between the DEGG and the speech signal is obtained for the 
value of Td corresponding to minimum Dm. The results of this analysis are 
summarized in Table 1 for 8 sustained vowels: 

Table 1. Comparison of GCI detection using the EGG and LOMA (from Vu Ngoc Tuan & 
d’Alessandro, 2000) 

 
Where Tr represents the sentence duration, Ndegg is the number of GCIs detected on 
the DEGG signal, Nspeech is the number of GCIs detected using wavelets, and %diff 
the percentage of difference between the two measures. 

Except for the last example Ndegg and Nspeech are generally very close. In the last 
example, in many cases the second harmonic (octave) is much stronger than the first 
harmonic (fundamental frequency). In this situation, the wavelet algorithm tends to 
detect two peaks for each voicing period, instead of only one. When fundamental 
frequency is known (which is actually the case), these extra peaks are removed by a 
simple post-processing procedure. After this procedure the mean value of Dm is -0.028 
ms (standard deviation 0.3 ms). This indicates that the LOMA method correctly detects 
the GCI, when peaks due to the second harmonic are removed by post processing.  

 

Fig. 23. Examples of EGG and wavelet GCI detection. Left panel: soft voice, “head” register, 
female voice, right panel, ”chest” register, male voice (from Vu Ngoc Tuan & d’Alessandro, 2000). 

Tr (s) Do (ms) Dm (ms) N Degg % diff N Speech 

1.3 0.4 -0.039 206 1.9 210 

2.5 2.2 0.011 349 O.8 346 

1.8 1.4 0.012 175 0.5 176 

3.0 3.2 -0.003 474 1.2 480 

1.8 0.6 -0.038 380 0.2 379 

1.5 0.1 -0.010 282 7.8 306 

3.0 1.8 -0.132 517 2.1 506 

2.3 0.2 -0.010 599 34.0 908 
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Figure 23 is presents short segments extracted from sentences in the data-base. All 
the figures are presented in the same way, from top to bottom: EGG signal, DEGG 
signal, speech signal, wavelet filter-bank output, with a line indicating the position of 
the GCI detected using LOMA. The right panel Figure 23 shows a male voice, in 
modal register (which is the normal register for this speaker). The algorithm takes 
advantage of small scales (high frequencies) for accurate GCI detection. Figure 23 
shows another female speaker, using her normal (“head”) voice register. In Figure 23 
(left), GCI detection takes advantage of large scales (low-pass frequencies). 

4.4   LOMA and Glottal Flow Parameters 

In general, the LOMA are not straight lines. Figure 24 shows 7-bands decomposition 
for a (derivative) glottal flow with open quotient 0.8 (left panel) and 0.3 (right panel). 
LOMA differ between these two conditions, and then glottal flow parameter analysis 
using LOMA should in principle be possible. It is straightforward to obtain a first 
parameter: amplitude of voicing. Amplitude of voicing is computed using the energy 
carried by the best LOMA of each tree. When the signal is unvoiced, the lines carry 
very little energy: this is because in this situation, amplitude maxima are not well-
organized in the time-scale space, and no strong and long lines are likely to occur. 
The energy is spread in a wide tree, with no strong trunk and many small branches. 
On the contrary, the best LOMA (i.e. the strongest trunk) corresponding to a period of 
voicing carries a large amount of the signal energy. The voiced/unvoiced decision can 
be carried out by using a simple threshold on the amplitude carried by the trunk of 
each tree. This simple measure is surprisingly robust. 

 

Fig. 24. Analysis of glottal pulses with different open quotients (left panel: Oq=0.8, right panel, 
Oq=0.3) 

In future work, LOMA will be used to investigate the shape of speech signal 
periods, particularly near GCI. It is well known that the shape of glottal closing is a 
strong correlate of spectral tilt and is important for studying voice quality. LOMA 
will also be used for speech signal modification (e.g. time and pitch scaling). 
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5   Conclusions 

In this article recent work by the authors on voice source analysis and synthesis using 
methods based on the spectral phase or instantaneous phase are presented. The main 
results obtained are the following: 

• detailed and careful consideration of the glottal flow shows that glottal 
flow models can be represented by causal-anticausal (mixed phase) filters 

• the link between time-domain and spectral domain parameters can be 
worked out, equations are available for most time domain glottal flow 
models 

• a new glottal model in the spectral domain is proposed for speech 
synthesis (Causal-Anticausal Linear Model, or CALM). 

• Taking advantage of the mixed-phase nature of glottal flow models, a new 
speech representation method is proposed, the Zero of the Z Transform 
(ZZT). Speech analysis and synthesis using the ZZT is achieved using a 
simple (although computationally heavy) algorithm.  

• Comparison of the ZZT and inverse filtering for source-tract 
decomposition indicates better performances for the ZZT, in terms of 
waveform and spectral distance. 

• The ZZT is also useful for estimation of open quotient and asymmetry 
coefficient of the voice source 

• Glottal closing instants correspond to specific patterns of instantaneous 
phases and amplitudes in the time-scale domain. These patterns can be 
analyzed in terms of lines of maximum amplitude (LOMA) across scales. 
LOMA are also providing information on the energy of the corresponding 
speech periods, and may be useful for further analysis of the glottal 
waveforms properties.  

• A comparison of glottal closing detection using LOMA and EGG shows 
that the method performs reasonably well  
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Abstract. Natural speech is produced by the vocal organs of a par-
ticular talker. The acoustic features of the speech signal must therefore
be correlated with the movements of the articulators (lips, jaw, tongue,
velum,...). For instance, hearing impaired people (and not only them)
improve their understanding of speech by lip reading. This chapter is an
overview of audiovisual speech processing with emphasis on some exper-
iments concerning recognition, speaker verification, indexing and corpus
based synthesis from tongue and lips movements.

1 Introduction

A talking face is more intelligible, expressive, recognisable, attractive than
acoustic speech alone. Natural speech is produced by the vocal organs of a par-
ticular talker. The acoustic features of the speech signal must therefore be cor-
related with the movements of the articulators (lips, jaw, tongue, velum,...). For
instance, hearing impaired people (and most of us) improve their understanding
of speech by lip reading. Lip reading also increases understanding in adverse en-
vironment. All these reasons motivate the research done on audiovisual speech
processing.

This chapter is an overview of audio-visual speech processing. The combined
use of facial and speech information improves speech recognition, identity ver-
ification and robustness to forgeries. Multi-stream models of the synchrony of
visual and acoustic information have applications in the analysis, coding, recog-
nition and synthesis of talking faces. SmartPhones, VisioPhones, WebPhones,
SecurePhones, Visio-Conferences, Virtual Reality worlds are gaining popularity.
This defines several applications of audiovisual speech processing, e.g:

– Audio-Visual speech recognition : Automatic lip-reading to help understand-
ing in adverse environment like a cocktail party, . . .

– Audio-Visual speaker verification : Detection of forgeries
– Speech driven animation of the face : Could we look and sound like somebody

else ?

M. Chetouani et al. (Eds.): NOLISP 2007, LNAI 4885, pp. 28–56, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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– Speaker indexing : Who is talking in a video sequence ?
– OUISPER : a silent speech interface : Corpus based synthesis from tongue

and lips movements

This chapter reviews some of the signal processing techniques which have been
developped and experimented for these applications. It is organised as follows :
features extraction techniques, for face and speech are first analysed, followed by
an overview of modelling and classification techniques. It is shown within this
chapter how similar techniques may be used in the framework of five different
applications. The experimental results of these applications are detailed and
finally, conclusions and perspectives are given.

2 Features Extraction

Audiovisual applications analyse video data and take benefit from information
extracted from the two available signals: the audio and the visual signals. Fea-
tures extraction from these two signals is the preliminary step to any further
analysis. The most common features used in the five applications mentionned
previously are detailed here. Apart from the description of the features, this sec-
tion also addresses issues related to temporal and spatial segmentation, to the
sampling of signals and to the dimension of features vectors.

2.1 Temporal Segmentation

One of the main difference between the audio and the visual signal extracted
from a video stream is the temporal sampling : while the visual stream is di-
vided into frames which could be directly handled, audio samples are generally
grouped together to form larger units which allow to extract reliable features.
Audio samples can be grouped using a sliding analyis window (e.g of 10ms). This
window moves over the signal (overlapping may be allowed) and each position
leads to the extraction of relevant audio features to characterize the temporal
segment attached to the window.

As speech oriented applications are considered, the basic signal unit is the
phone (or a subword based unit as speech synthesis is concerned). Phonetic
segmentation is generally performed in the same time as their recognition. For
example, phones are modeled into three to five states within a Hidden Markov
Models (HMM) framework, and the features extracted from a sliding window are
used as observations to estimate the current state. Whenever the signal leaves
the last state of a given phone, a phonetic temporal boundary is added. More
details are further given concerning HMM and speech recognition in section 4.2.

Whenever phonetic modeling is adopted, all or a part of speech training
databases must be manually segmented into phones. Unfortunately, such a man-
ual phonetic segmentation of the speech signal is difficult and time consuming.
For applications where text output is not needed, an alternative segmental de-
composition of speech, called ALISP (Automatic Language Independant Speech
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Processing techniques), has been introduced in [1]. This decomposition is com-
puted in three main steps. First, speech signal is decomposed into variable length
units using the temporal decomposition algorithm described in [2]. This algo-
rithm is based on the detection of quasi-stationary segments in the parametric
representation of the signal. Then, unit classes are built by gathering together
acoustically similar speech segments using an unsupervised vector quantization
algorithm [3].

This decomposition is driven only by the data and is independent from the
language and from the text, but correspondence of ALISP segmentation with
phonetic transcriptions has been studied [4]. A consistent mapping was found,
which was however far from a one to one correspondence. Applications using the
ALISP segmentation are discussed later.

2.2 Managing Sampling Rates and Alignement

Two issues arise when first comparing an audio stream with a visual one: the
difference in sampling rates and the alignement. Concerning sample rates, any
easy solution to recover a common sampling rate is to choose for a reference
which may be the audio rate or the visual one. In the first case, the visual signal
must be over sampled. For instance, if a sliding window of 10ms is considered
to produce audio observations while video frames are observed every 40 ms,
interpolation must be provided to produce ”new” visual features leading to the
same number of frames per second (cf 4.2, 4.3).

Another problem is alignement. Audio and visual streams may not be synchro-
nised at a particular time due to co-articulation effects and articulator inertia. In
fact, the articulators sometimes move in anticipation of a phonetic event before
the phone is produced. In these cases, the visual information may be available be-
fore the acoustic evidence. Many methods for modelling audio-visual asynchrony
have been proposed and are detailed in section 3.

2.3 Spatial Segmentation

Priortoanyfeaturecomputationstage,videoframesareusuallyspatiallysegmented
inorder to focusonparticular regionsof interest.Applications reported in this chap-
termainlydealwithspeechprocessing.Mostoftheseregionsof interestaretherefore
related to faces; that is either faces or face features like eyes or lips.

In most of the cases, face features are localized within a face area which has
been previously determined. A complete survey about face detection may be
found in [5].

Two face detection systems have been experimented. The first one, the Viola
and Jones algorithm [6], may be qualified as a ”classical” one, considering that
its use is widely spread over the community. It is based on the estimation of a
”strong” classifier composed of a cascade of many weak classifiers, each of these
weak classifiers being attached to a particular Haar feature. A stage of learn-
ing is thus required to produce this ”strong” classifier. The nature of the data
included in the learning base then influences the type of faces which can be cor-
rectly detected afterwards. As a consequence, different cascades must be learnt
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to allow the detection of faces under different orientations. Typically, a cascade
is dedicated to frontal faces detection and another one to profile faces detection.
This system has been used in the framework of the VMike project concerning
audiovisual speech recognition (cf section 4.2). Faces are first extracted thanks
to a frontal cascade. A mouth cascade (that is to say a classifier which has been
learnt over a database containing samples of mouth), is applied on the lower
part of the detected face.

The second system may be considered as a probabilistic equivalent of the
Viola and Jones method [7]. While this system still relies on the estimation of a
strong classifier, the difference is that the underlying classifier function is then
used to estimate the distribution of the object of interest (faces in our case), that
is to model the generation of such objects within images (such a model is called
a ”generative model”). As this distribution is computed, many partitions of the
input images are considered and the patches they are composed of are assigned a
label (”object of interest” versus ”background”) depending on the estimation of
likelihoods. As for the Viola and Jones method, any object may be considered.
A two stage process then allows to detect faces and eyes within faces.

This algorithm has been applied prior to features extraction within the frame-
work of asynchrony detection 4.3 and within the framework of face verification.
Concerning the asynchrony detection application, eyes position allows to deter-
mine a region of interest where to look for the mouth knowing the geometrical
structure of the human face. Then, the actual mouth detection step is performed
using a Viola and Jones detector [6]: it was developped by Castrillón et al. [8]
and is freely available on the internet for download.

A different kind of face features is used on ultrasound images within the
framework of the OUISPER project (section 4.4). In that context, objects of
interest are the lips, the jaws and the tongue. A classical approach to characterize
such local objects is to extract their contours using automatic methods.

Fully automatic methods use classical edge-detection method, basically
Canny’s one or its variations to segment an object in the image. Such meth-
ods are easy to use and require no a priori knowledge on the object shape.
However, non relevant contours could also be extracted and a post-processing
is often needed to remove them. Furthermore, the parametrization of extracted
contour is a difficult task. Active contours (also known as Snakes), introduced by
Kass [9], are semi-automatic methods to track edges in image sequences. They
are based on the assumption that the edge is smooth and that the object is
well contrasted with respect to the background. Here, the contour is initialized
manually and its motion is driven by the image data, minimizing a potential,
which can embed a priori knowledge on the object shape and on its motion. In
order to track an object in sequence, the contour found in the current frame can
be used to initialize the contour in the next frame.

2.4 Faces Normalization and Selection

Once eyes position is obtained within a face, a geometrical normalization is
performed in order to make the line between the eyes horizontal. Then, a mask
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Fig. 1. Face detection and normalization

is applied in order to remove artifacts that might appear at the border of the
face. Finally, image pixels are normalized by histogram equalization. Figure 1
shows an example on a face from the BANCA database (see section 4.1).

Given that the rotation of the face, its (partial) occlusion or bad lightning
conditions can lead to a poor quality detected face whose features are not repre-
sentative of the person, a method has been designed to keep only the best faces.
This selection is obtained by removing all detection results that might lead to
degraded results regarding the aimed application (e.g: authentication). For each
frame f of the video, a reliability score r(f) is computed as the inverse of the eu-
clidean distance between the detected face and its projection into the eigenface
space (see figure 2).

Consequently, a threshold is applied on r(f) in order to keep only the best
faces within the video sequences:

Face f is selected if and only if r(f) > α · max
f ′∈Nf

r(f ′) . (1)

where Nf is the set of all faces detected in the video sequence. α = 2
3 has been

used in our experiments. Only the selected faces are then used for authentication.
Figure 3 shows an example of the application of this method.

2.5 Audio Features

Most speech recognition and speaker verification systems use short-term cepstral
features. The two most popular sets of features are cepstrum coefficients obtained
with a Mel-frequency cepstrum coefficient (MFCC) [10] analysis and the ones
whose computation relies on a perceptual linear predictive (PLP) [11] analysis.
In both cases, a short-term power spectrum is estimated on a fixed frame (20-30
milliseconds), with the most used frame rate being 100 hz.
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Fig. 2. Reliability based on the distance from face space

To get MFCC coefficients, a cosine transform is applied to the log power
spectrum. A root-linear prediction cepstral coefficient (LPCC) analysis is used
to obtain the PLP cepstrum parameters.

2.6 Visual Features

A difference must be made between local features which are attached to a par-
ticular set of points within the region of interest that must be characterized ;
and global which produce a new representation of the region of interest treating
it as a whole. Both features are detailed thereafter.

Local features. SIFT (Scale Invariant Feature Transform) descriptors [12] are
known to be among the best local descriptors [13]. Their extraction can be
coarsely summarized into three stages: extraction of keypoint candidates, filter-
ing and descriptors calculation.

Keypoint candidates extraction relies on the scale-space theoretical back-
ground [14,15]. Once these candidates are extracted, their location is refined
and their scale is determined. Keypoints are then filtered according to some con-
straints on contrast and geometrical properties (ratio of principal curvatures).
Each remaining keypoint is finally represented by a 128 dimensional vector by
computing gradient orientation and magnitude over its neighbourhood and by
quantizing values spatially (reducing to a 4x4 array) and regarding orientation
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Fig. 3. Face with maximum r (left), selected (center) and rejected face (right)

(8 bins). Each keypoint is also defined regarding three other data: its spatial
location, its scale and its orientation. SIFT descriptors have been used for face
verification (cf section 4.3).

Global features. Local methods require a precise localization of particular
points within the region of interest. Depending on illumination, occlusions, such
a localization may not be easily obtained. Global methods then allow to overcome
this drawback.

The first kind of global features rely on the Discrete Cosine Transformation
(DCT) which are used for asynchrony detection (cf section 4.3) and audiovisual
speech recognition (cf section 4.2). Their extraction is illustrated in figure 4.

Only the 28 coefficients corresponding to the low spatial frequency are kept,
as shown in figure 5.

The eigenfaces method [16] may also be used to code the relevant information
in the region of interest. The main principle is to project face images (viewed as
intensity vectors) in a space where data scattering is maximized. Such a space is
obtained by applying Principal Component Analysis (PCA) over a training set
composed of numerous face images. Its direction vectors are called eigenfaces as
they refer to eigenvectors of the training data covariance matrix.

Such a method may easily be extended to any visual object given that enough
learning data are available. It has thus been applied to lips (eigenlips) and
tongues (eigentongues) within the framework of our experiments concerning au-
diovisual speech recognition (OUISPER project).

The control points of the optimal snake are good features of the object edges.

2.7 Audiovisual Features and Decision Fusion

Each of the audiovisual applications detailed in the next sections are related to
an underlying decision process: transcribing speech, deciding whether a person
claiming he/she is person λ is effectively λ, deciding whether an audio stream
is synchronised with the visual one, etc. All these decision processes may take
benefit from considering in the same time audio features vectors and visual ones.
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Fig. 4. Visual speech features extraction. 1– Eyes detection. 2– Selection of the region
of interest where to look for the mouth. 3– Mouth detection. 4-5– DCT coefficients
computation.

Fig. 5. Visual speech features extraction. 28 low spatial frequency DCT coefficients
are extracted, in a zigzag manner.

Two main approaches may then be adopted. The first one is called early fusion
and is based on the computation of audiovisual features vectors from audio and
visual features vectors (for instance concatenation). The second one is called
late fusion and relies on the fusion at the decision level. Many different methods
may be applied to combine the outputs of all the classifiers used in the modeling
process [17]: majority voting, max, min, sum, . . .. We will also mention here the
use of Support Vector Machines SVMs to perform fusion at the score level (e.g
for audiovisual identity verification involving scores given by each modality.

Early and late fusion methods have been experimented within the framework
of several audiovisual applications and are detailed thereafter.

2.8 Dimension Reduction

The size of the learning databases required to compute models is a function of
the dimension of the feature vectors chosen to represent audio segments/visual
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regions. As a consequence, handling high dimensional feature vectors may be
difficult if not enough learning data are available. Dimension reduction may
then be used to overcome this issue. Many methods are available: Principal
Component Analysis (PCA) or Linear Discriminant Analysis (LDA), . . . PCA
has already been presented within the section concerning eigenfaces.

LDA is much more appropriate for classification. Typically, its properties are
interesting for audiovisual speech recognition (cf section 4.2) since classes are
then known (phones). On the difference of PCA which tends only to maximize
intra-classes scattering, LDA also tends in the same time to minimize inter-
classes scattering.

Another method for dimension reduction is the Co-Inertia Analysis (CoIA
[18]).This method is a multivariate statistical analysis that aims at jointly trans-
forming two signal (the acoustic and the visual one when performing audiovisual
synchrony analysis) in order to maximise their covariance. Denoting X ∈ R

n and
Y ∈ R

m the acoustic and visual features vectors, CoIA can be summarized by the
following equation (a and b are column vectors of A and B optimal projection
matrices):

(a,b) = argmax
(a∈Rn,b∈Rm)

cov
(
at · X,bt · Y

)
(2)

Details for A and B calculation can be found in [18]. It will be shown in section
4.3 how to derive synchrony measures from A and B matrices using their first
K vectors.

3 Modeling and Classification

Once features vectors have been extracted from the audio and the video stream,
a modeling stage is applied to compute representations which will be used to
make the final decision. Most of the time these models are statistics. For in-
stance, Gaussian Mixture Models model the distribution of observation vectors
as a combination of gaussian distributions. These models may be used for model-
ing phones observation distribution, as the speech of a given speaker (see sections
4.2,4.3). Hidden Markov Models (HMMs) then allow to model a statistical pro-
cess involving different states.

These models are at the heart of many audiovisual applications and are de-
tailed in this section.

3.1 Gaussian Mixture Models

As already mentionned, GMM distribution is a mixture whose components are
classical Gaussian distributions. This results in the following form for the GMM
distribution:

p(X) =
K∑

k=1

wkNk(X, μ
k
, Γ

k
) =

K∑

k=1

wk(2π)−p/2
∥∥
∥Γ

k

∥∥
∥
−1/2

e−
1
2 (X−μ

k
)T Γ −1

k
(X−μ

k
)

(3)
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where K, X, wk, μ
k
, Γ

k
are respectively the number of components in the GMM,

the speech feature vector, the weight of the kth component in the mixture (i.e.
its probability of appearance), the mean vector and the covariance matrix of this
kth Gaussian component. Given a GMM to model the speech, a sequence of T
speech feature vectors will have the following likelihood:

p(X1, ..., XT ) =
t=1∏

T

p(Xt) (4)

This supposes that the speech feature vectors are independent given the GMM
model. Therefore the same likelihood will be obtained if we take a random order
of the same sequence of T vectors. Large GMM distributions have been used to
represent speech in general in speaker recognition systems [19]. The number of
components K can take large values, sometimes more than 2048.

Given a set of feature vectors the estimation of the GMM parameters, i.e. the
components weights wk and the mean and covariance matrices (μ

k
, Γ k) does not

have a direct analytical solution. The estimation of the distribution parameters
is then based on the Estimation-Maximization (EM) algorithm. It is an iterative
algorithm that adjusts in each iteration the model parameters while ensuring a
non-decrease of the likelihood of the training data.

In some cases, the amount of data available for training is not large enough to
estimate the GMM parameters. A constrained training is applied and is called
adaptation. Actually, starting from an existing GMM, the parameters are ad-
justed in order to better describe, based on a criterion, the training data. The
adjustment is constrained either by an a priori distribution function like in the
Maximum A Priori (MAP) or Bayesian adaptation or by a transformation func-
tion applied on the models parameters like in the Maximum Likelihood Linear
Regression (MLLR) adaptation. A unified adaptation theory has been proposed
in [20].

3.2 Hidden Markov Models

A Markov Model is a finite state machine composed of N states. It changes
state once every time unit. In Hidden Markov Models states are not observed
and each time a state is entered, it emits an observation according to a state-
specific probability distribution.

Formally, an HMM is defined as :

λ = (si, aij , bj)

si state ii=1,2,..,N

aij transition probability between i and j
bi(ok) emission probability of observation ok at state i

Looking at a series of observations O = o1, o2, ..oT does not directly indicate
the sequence of states S = s1, s2, .., sN which are hidden. However, knowing
the emission probabilities bi(ok) and the transition probabilities aij allows to
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state 1 state 2 state 3

o1 o2 o3

p1(o1) p2(o2) p3(o3)

a12 a23

a33a22a11

Fig. 6. Example of a HMM model with three states

estimate the associated states sequence thanks to the Viterbi algorithm [21]. All
these probabilies are thus required to compute the sequence of hidden states.
The very first stage is then to estimate them using the Baum-Welch algorithm
over a training set.

3.3 HMMs Extensions

Two other kinds of statistical models may be derived from the classical HMMs
to facilitate audiovisual process modeling, namely the Multistream HMMs and
the coupled HMMs (CHMMs) [22,23,24].

Multistream HMMs may be considered as a late fusion method. In this ap-
proach, each modality (here the audio one and the visual one ) is independently
processed and pre-classified. The final classification is based on the fusion of the
outputs of both modalities. Multistream HMMs derive the most likely class by
taking the product of the likelihoods of the two single-modality classifier de-
cisions, using appropriate weights λ. The models for each mode are estimated
separately.

In the case of state-synchronous decision fusion, the scores (weighted likeli-
hoods) are multiplied after eachtime unit in order to find a new audio-visual
likelihood of the observation being generated by a state :

P (oav,t|s) = P (oa,t|s)λaP (ov,t|s)λv

An advantage of decision fusion over early fusion is the possibility of weight-
ing the importance of the two modes independently: the weights λa and λv may
be chosen so as to model the reliability of each modality. However, assigning
the good weights to different streams is a critical step and if the weights are
not chosen properly, the system might perform poorly. In fact, the weights can
be defined in a static manner by using a-priori knowledge or they can be esti-
mated and learned on a validation dataset. For a more complete description of
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this dynamic weighting technique, we refer the reader to [25] in which multi-
stream combination is used to improve the noise robustness of automatic speech
recognition (ASR) systems.

It has already been explained that audio and visual streams may not be
synchronised at a given time due to co-articulation effects and articulator inertia.
Many methods for modelling audio-visual asynchrony have been proposed in the
literature including multistream HMMs we presented above, product HMMs and
coupled HMMs. The product HMM is a generalisation of the state-synchronous
multistream HMMs that combines the stream log-likelihoods at an higher level.
A CHMM [24] can be considered as a set of HMMs in which each HMM is
dedicated to one stream. In the common topology of coupled HMM, the discrete
nodes at time t for each HMM are conditionned by the discrete nodes at time
t − 1 of all the HMMs of the set. Thanks to this property, CHMM can model
the audio and visual state asynchrony while preserving their natural correlation
over time.

4 Applications

Four main on-going experimentations will be detailed afterwards: audiovisual
speech recognition, audiovisual identity verification, speaker indexing, and
speech reconstruction from silent-speech. All these applications make use of the
features and models which have been presented in the previous section.

4.1 The BANCA Database

The BANCA database [26] has been used for our experiments concerning au-
diovisual speech recognition and for our audiovisual identity verification system.
Here is a brief overview of its content.

The BANCA database contains audiovisual recordings of 52 persons talking
in front of a camera equipped with a microphone. Two disjoint groups (G1 and
G2, of 26 persons each) are made of 13 females and 13 males. Each person
recorded 12 sessions divided in 3 different conditions. In each session, one true
and one false identity claims were recorded. The difference between true and false
identity claims only stays in what the person says: his/her name and address
and a personal PIN for true identity claims, and the name and address and the
personal PIN of the target for false identity claims.

Concerning identity verification, seven evaluation protocols for identity veri-
fication are defined for the BANCA database. The Pooled protocol, which con-
tains 232 client accesses and 312 impostor accesses per group, from any recording
conditions has been chosen for our evaluation.

4.2 Speech Recognition

Most state-of-the-art Automatic Speech Recognition (ASR) systems make use of
the acoustic signal only and ignore visual speech cues while visual information
has been shown to be helpful in improving the quality of speech recognizers,
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especially under noisy conditions [27,28,29]. The system described in this sec-
tion involves information extracted from both modalities to improve recognition
performances.

Audiovisual recognition units: Audio only ASR systems generally use
phones as basic recognition units. As the visual signal only provides partial in-
formation about the underlying sequence of phones as all the articulators are not
visible (usually only the lips), various sets of phones that are acoustically distinct
may be visually indistinguishable. A possible solution is to consider ”visemes”
(the linguistically minimal units which are visually distinguishable). However,
having different classes in the audio and the video system components compli-
cates audiovisual integration: identical classes for both modalities will then be
used afterwards and both components will recognize phones.

Audiovisual integration: The concept behind bimodal ASR is to combine
the information from each mode in order to increase performances which could
be obtained considering each mode separately [29,30,31]. Both early and late
fusion have been tested.

Early fusion: the vectors of each single mode are concatenated. Given time-
synchronous audio and visual feature vectors oa,t and ov,t, feature fusion con-
siders oav,t = [oa,t, ov,t] ∈ Rlav, where lav = la + lv as the joint audio-visual
observation. So a single classifier is trained on the concatenated vector. It is also
possible to process the concatenated vectors with any transformation (such as
Linear Discriminant Analysis LDA) in order to reduce the increased number of
coefficients and facilitate classification (see Figure 7).

Late fusion: as already explained, multistream HMMs derives the most likely
speech class by taking the product of the likelihoods produced using models
learned for each mode. The final likelihood is then:

P (oav,t|s) = P (oa,t|s)λaP (ov,t|s)λv

Experiments:

Data and features. This work is done within the framework of the VMike
project [32]. VMike is a video microphone, which includes both a microphone
and an optical retina. Experiments have been led on the BANCA database: 208
subjects were recorded in three different scenarios, controlled, degraded and ad-
verse over 12 different sessions. During each recording, the subject was prompted
to say a random 12 digit number, his/her name, address and date of birth. In the
scope of this work, only the 12 digit sequences of the scenario ”controlled” are
extracted. In order to test the performance of the developed audiovisual speech
system under noisy conditions, those utterances are combined with samples of
babble noise at several signal to noise ratios (SNR). The babble sample is taken
from the NOISEX database [33].

The retina has been simulated for evaluation. First, a detection algorithm is
applied on every frame and outputs the position of the mouth as an image of
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size 200x200 (thanks to the Viola&Jones mouth detector described in section
2.3). Horizontal and vertical projection profiles are then computed (cf fig. 8).

The 200 projections along the X axis and 200 projections along the Y axis
are concatenated to a single vector whose dimension is reduced to 40 using
an LDA after a feature mean normalization. So as to capture dynamic speech
information, each vector is then extended by concatenating its 7 chronologically
preceding and the 7 following vectors. The resulting 600 features per sample are
finally transformed into vectors of 40 using LDA.

In order to compare these features to state-of-the-art features, DCT coeffi-
cients of the detected mouths are also computed (these zones are firstly scaled
to a 64x64 image) and the 100 most energetic coefficients are then selected. The
same process as the one described for profiles features is then applied resulting
in a DCT feature vector of size 40. The computation of all the visual features is
summarized in figure 9:

Concerning the audio features, 13 feature-mean-normalized MFCC coefficients
are extracted and extended with first and second derivatives of each coefficient.
In order to obtain audio and visual features synchronicity, a simple element-wise
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linear interpolation of the visual features to the audio frame rate is applied. From
the up-sampled pictures the Discrete Cosine Transform (DCT) coefficients and
profiles are extracted.

Models and Fusion. The acoustic models are context-independent. Each mono-
phone consists of 3 states, which are modeled by 16 Gaussians each. The HTK
Toolkit [34] software is used for model training and testing.

For the feature fusion, the 39-dimensional audio vectors are simply concate-
nated with the 40-dimensional visual features (DCT or profiles respectively).
The combined vectors are then LDA transformed before being used for model
estimation. Decision fusion is obtained by combining separately trained mod-
els for the audio and the visual coefficients to two-stream models, with specific
weights on each stream. We assume state-synchronous fusion for combining the
stream likelihoods. The optimal weighting is found through by trial-and-error.

Results. Two speech recognizers are then evaluated : video-only and audio-visual.
The terminology for the different visual features is the following (see figure 9):
DCT/PRO and DCT2/PRO2 correspond to the features without and with dy-
namic concatenation respectively.

1. Visual-only speech recognition: the results of all four different para-
metrization experiments do not exceed 45% accuracy (Fig.10). Using 15 con-
secutive vectors to include feature dynamics, did not improve performance.
The results for single (DCT/PRO) and for concatenated (DCT2/PRO2)
vectors respectively do not differ significantly.

2. Audio-visual speech recognition: figure (a) in fig. 11 shows the perfor-
mance for all decision fusion recognizers at -5 db. Both DCT2 and PRO2
improve word recognition, but only DCT2 does so significantly compared to
the audio-only system. When feature fusion is applied (figure (b) in fig. 11)
under noisy conditions, the recognition is improved by up to 12 percent with
respect to audio-only recognition.
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Fig. 10. Visual-only ASR

4.3 Audiovisual Identity Verification

Biometrics identity verification systems have been proven to be much more effec-
tive when information extracted from several modalities are merged together [35].
The system presented in this section relies on the fusion of three different modal-
ities: the visual modality based on face verification, the audio one based on
speaker verification and the synchrony modality based on the analysis of the
correspondence between the audio and the visual stream (in a region located
around the lips). We will also deal with the issue of speech conversion which
may be considered as a high-effort attack against the verification system.

Face verification. Face verification may rely either on global face features (as in
the eigenfaces approach [16]) or on local ones (approach using facial keypoints).
The latter are able to capture geometrical relations between particular parts of
the face and are thus more efficient when geometrical distortions occur. On the
other hand, global features are easier to compute and takes the whole face into
account: no information is lost. We propose to benefit from the complementarity
of these two approaches in a fusion framework, where two algorithms based
on global and local features respectively will be fused at scores level. The first
algorithm uses classical eigenfaces global features (cf section 2.6) and the second
one involves local SIFT descriptors (cf section 2.6). The comparison stage is the
same for both type of features and is based on an SVD-matching process [36,37].

SIFT descriptors have already been used together with the SVD based match-
ing method in [38] which deals with object matching. Concerning face authenti-
cation in particular, SIFT descriptors have been tested in [39] where the match-
ing between two images relies on the minimum euclidian distance between their
SIFT descriptors. Unfortunately, this method relies on a manual registration of
the different images. The main advantage of our method is then to propose an
end-to-end system which does not suppose to know the position of faces before
applying verification.
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(a) Audio-visual decision-fusion results at
-5db

(b) Audio-visual parameter-fusion results

Fig. 11. Audiovisual ASR results

SVD-based matching method was introduced for spatial matching between
keypoints [36] and relies on the proximity and exclusion principles enunciated by
Ullman [40], which impose one-to-one correspondences.

Let us consider two sets of keypoints and R be the distance matrix between
them. The matching consists in searching for pairs (i, j) that minimize Rij .
Searching for one-to-one correspondences may be facilitated if some projection
matrix Q allows to make R closer to the identity matrix I. Such a problem is
referred as the orthogonal procrustes problem: find the orthogonal matrix Q that
minimizes ||R − IQ|| [41]. It is proven that Q can be computed as follows:

1. Compute R Singular Values Decomposition (SVD): R = UDV ′
2. Replace D by the identity I to get Q: Q = UV ′

The last step is then to extract good pairings (i, j) searching for the elements
of Q that are the greatest both of their row and their column.
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This main principle is further improved by using a gaussian-weighted distance
to compute the proximity matrix Gij = exp

(
−Rij/2σ2

)
where σ quantifies the

maximal tolerated distance between two keypoints. This parameter is known to
have very little influence on the final results [42] and will be set to 1/8 of the
width of the image as this value has been already successfully tested [42]. A first
extension was defined in [42] to take local descriptions around keypoints into
account. SVD is then performed on the matrix G defined as Gij = f(Cij)g(Rij)
where Cij denotes the correlation between gray-levels around i and j keypoints,
and where g is the gaussian function previously defined. Two different f functions
may be used [37]:

Exponential: f(Cij) = exp(−(Cij − 1)2/2γ2) . (5)
Linear: f(Cij) = (Cij + 1)/2 . (6)

where γ = 0.4 [37]. A second improvement has been experimented in [38] where
gray-level correlation is replaced with SIFT descriptors correlation (only the
linear form for f function is tested).

At test time, pairings (i, j) are filtered according to their associated correlation
Cij and the number of pairings with Cij > Corrth is taken as the authentication
score.

Considering a video as a set of faces, the same SVD matching process is used
to search for correspondences between two videos whatever face representation is
used (the global one based on eigenfaces or the local one using SIFT descriptors).
Concerning SIFT matching, our system is the same as the one in [38]. Position
vectors (used to compute R proximity matrix) include the spatial location, the
scale and the orientation of SIFT descriptors.

A {ε − λ} test will refer afterwards to an authentication test involving two
videos: V ε of a person ε claiming she/he is person λ and V λ, the enrollment
video of person λ. Let then NSIFT

f be the number of detected faces selected (cf
section 2.4) in each video. SIFT descriptors are extracted from each of these
faces. Resulting video representations will be denoted afterwards as follows:
{Sε

k}k∈[1...NSIFT
f ] and {Sλ

k}k∈[1...NSIFT
f ], where Sε

k = {sε,k
i }i∈[1...Nk

desc]
. Nk

desc rep-

resents the number of 128-dimensional SIFT descriptors sk
i extracted from face

k. Matching is performed between each pair (Sε
k,Sλ

l ) related to SIFT descriptors
extracted from faces k and l retained from V λ and V ε respectively. In this case,
Cij and Rij elements are computed between sk,ε

i and sl,λ
j descriptors. An authen-

tication score (i.e: the number of matchings between descriptors) is obtained for
each pair (Sε

k,Sλ
l ). These scores are firstly normalized according to the number

of SIFT descriptors and their mean then produces a single score:

S(V ε, V λ) =
1

(NSIFT
f )2

NSIFT
f∑

k=1

NSIFT
f∑

l=1

M(Sε
k, Sλ

l )
min(Nk

desc, N
l
desc)

. (7)

where M(Sε
k, Sλ

l ) is the number of matchings between Sε
k = {sε,k

i }i∈[1...Nk
desc]

and

Sλ
l = {sλ,l

i }i∈[1...N l
desc]

.
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Let us consider the same {ε − λ} authentication test to set out the matching
process for global representations. The same number NPCA

f of detected faces
is kept in each video. Their eigenface features will be denoted afterwards as
{Eε

k}k∈[1...NPCA
f ] and {Eλ

k}k∈[1...NPCA
f ] respectively.

Pairwise matching is performed between each Eε
k and Eλ

k , that is between
faces directly. As these features treat faces as a whole, location information is
lost and the G matrix is reduced to its description part: Gij = f(Cij). These Cij

elements are computed between Eε
i and Eλ

j . This differs with SIFT matching
since a single authentication score will be obtained for each test:

S(V ε, V λ) = M(Eε, Eλ) . (8)

where M(Eε, Eλ) is the number of matchings between Eε = {Eε
k}k∈[1...NPCA

f ]

and Eλ = {Eλ
l }l∈[1...NP CA

f
].

Parameters have been set in the following manner during our experiments:
NSIFT

f = 5, NSIFT
f = 100, Ei ∈ R

97 (i.e we chose to keep the 97 most influent
directions to compute global representations), Corrth = 0.4. The f function is
linear for global matching and exponential for local matching. The form of f
function has been chosen by cross-validation between groups G1 and G2 of the
BANCA database.

Speaker verification. Speaker verification is based on GMM modeling (cf
section 3.1) of each speaker included in the BANCA database. To overcome
the lack of training data dedicated to each speaker, adaptation of a world (or
universal) model is performed using the MAP algorithm. The verification score
is computed as the following likelihood ratio :

S(V ε, V λ) =
1

Nx

∑

x

log
(

P (xε|λ)
P (xε|Ω)

)

where xε denotes an observation vector in the audio stream of V ε, Ω the world
model and Nx the number of observation vectors considered in the whole speech
sequence.

Synchrony modality

Speaker conversion and face animation can be considered as high-effort forg-
eries, which – if they are performed correctly – are very difficult to detect. But,
most of the current talking-face biometrics verification systems can be fooled
by much simpler attacks, e.g. replay attacks [43]. In this scenario, the impostor
previously acquired a biometric sample of his/her target. For instance, he could
have recorded his/her voice during a phone call and taken a picture of his/her
face without being noticed. Then, a basic idea would be to play the recording of
the voice through speakers while displaying the picture in front of the camera.
An example of the resulting acquired picture is shown in figure 12.

Therefore we introduced a new biometric modality based on a client-
dependent measure of the synchrony between acoustic and visual speech features.
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Fig. 12. Example of a simple replay attack

Audio and visual speech features are respectively MFCC and DCT coefficients
extracted as explained in sections 2.5 and 2.6. In order to equalize the sample
rates of acoustic and visual features (initially 100 Hz and 25 Hz respectively),
visual features are linearly interpolated.

Using the acoustic and visual features X and Y extracted from the enroll-
ment sequence, CoIA (cf section 2.8) is applied in order to compute the client-
dependent synchrony model (A,B).

At test time, acoustic and visual feature vectors Xε and Y ε of the test sequence
ε are extracted and a measure Sc of their synchrony is computed using the
synchrony model

(
Aλ,Bλ

)
of the claimed identity λ:

Sc(V ε, V λ) =
1
D

D∑

k=1

corr
(
aλ

k

t
Xε,bλ

k

t
Y ε

)
(9)

where D is the number of dimensions actually used to compute the correlation.
In our case we chose D = 3.

Scores fusion. The scores provided by each modality are finally fused in a late
fusion framework involving SVM (cf section 2.7). Results obtained on groups G1
and G2 of the BANCA database are depicted in figure 13 which validates the
initial idea of taking benefit from different modalities to improve performances.

It has already been explained that the synchrony modality is appropriate
whenever robustness to high-effort attacks is required. In order to test syn-
chrony modality superiority, some work has then been dedicated to generate
forgeries which would defeat traditional modalities. Speech conversion is one of
the possible high effort attack and will be adressed in the next section.
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Fig. 13. Performances of mono-modal and multimodal verification systems

Speaker conversion. Automatic voice conversion may be defined as the
process of transforming the characteristics of speech uttered by a source speaker,
such that a listener would believe the speech was pronounced by a target speaker.

Different kinds of information are included in the speech signal: environmental
noise, speech message, speaker identity. The question of voice conversion is firstly,
to establish the most characteristic features of a source individual to transform
them to their target counterpart. The analysis part of a voice conversion algo-
rithm focuses on the extraction of speaker identity. Secondly, it will calculate
the transformation function to apply. Both operations must be performed inde-
pendently of the environment and of the message. At last, a synthesis step will
be achieved to replace the source speaker characteristics by the target speaker
characteristics.

Consider a sequence Xs = [x1, x2, . . . xn] of spectral vectors pronounced by
the source speaker and a sequence pronounced by the target speaker composed
by the same words Yt = [y1, y2, . . . yn].

Voice conversion is based on the calculation of a conversion function F that
minimizes the mean square error:

εmse = E(‖y − F (x)‖2)

where E is the expectation.
Two steps are useful to build a conversion system: a training step and a

conversion step. In the training phase speech samples from the source and the
target speaker are analysed to extract the main features. Then these features
are time aligned and a conversion function is estimated to map the source and
the target features.

The aim of the conversion step is then to apply the estimated conversion
function rule to the source speech signal so that the new utterance sounds like
the speech of the target speaker. The last step is the re-synthesis of the signal in
order to reconstruct the speech segment of the source voice after the conversion.

The most representative techniques of voice conversion are based on vector
quantization [44], on Gaussian Mixture Models and derived [45,46,47,48], on
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Multiple Linear Regression [49] and on an indexation in a client memory [50].
Two of these conversion methods will be developed afterwards and their influence
on an automatic speaker recognition system will be evaluated.

The first one is based on ALISP (cf section 2.1) [50]. One hour of speech
pronounced by the target speaker is available. This speech signal is segmented
and vector quantization allows to extract 64 classes which will constitute the
target codebook. As this speech signal is now annotated regarding these 64
recognition units (or classes), a HMM may be trained and applied on the source
signal.

Once the source signal has been segmented, the synthesis stage is applied:
each segment is replaced by one of its closest counterpart in the same class (i.e
the one with the same index) among target classes. This counterpart is selected
comparing prosodic parameters (Harmonic plus Noise [48]) between the source
segment and all the segment contained in the target class (cf figure 14) thanks
to the Dynamic Time Warping (DTW).

Fig. 14. Conversion step

This technique of conversion provided interesting results on the NIST 2004
corpus [50], as the recognition rate effectively decreased when applying speech
conversion.

The second technique we experimented consists in modifying all the shape
of the source spectrum to correspond to the target spectrum [49]. The different
stages of this techniques are depicted in the figure 15. In the first time, the
source segment and the target segment (they contain the same utterance) are
aligned using DTW. Vector Quantization is then applied on each segment to
extract 64 classes. Mappings between source and target classes is then estimated
using DTW (mapping codebook). After a normalization stage over each class,
conversion matrices (from source class i to target class j, . . .) are then estimated
using Multiple Linear Regression. These matrices finally allow to transform a
new source segment so that it corresponds to target speech in the feature space.
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Fig. 15. Obtaining the Mapping Codebook

As in the previous conversion method a significant decrease of the automatic
speaker recognition is demonstrated on the DET curve (cf figure 16).

The impact of speech conversion over a speaker verification system has been
clearly established. The next stage will be to test whether a modality like the
synchrony could help to deal with such attacks.

4.4 OUISPER

The audio-visual speech based applications discussed before use the video stream
in addition to the audio stream to improve speech or speaker recognition. How-
ever, for some applications, the audio stream cannot be used at all: whenever
audio is too much corrupted by noise, or, at the opposite, in the context of
speech communication in situations where silence and privacy must be main-
tained. These applications address the issue of speech recognition and/or speech
reconstruction from silent-speech, that is normal speech without glottal activity.
Speech recognition from silent-speech using electromyographic sensors to moni-
tor the articulatory muscles has been introduced in [51]. In [52], an isolated word
recognition task from whispered speech is investigated using a special acoustic
sensor called non-audible microphone (NAM). In [53], Denby proposes to use
ultrasound acquisition of the tongue and video sequences of the lips as visual
inputs of an artificial neural network and predict a relative robust LSF (Line
Spectral Frequency) representation of voiced parts of speech. This envisioned
ultrasound-based speech synthetiser could be helpful for patient having under-
gone a laryngectomy because it could provide an alternative to the tracheo-
oesophageal speech. In [54], an approach based on visual speech recognition and
concatenative synthesis driven by ultrasound and optical images of the voice
organ is introduced. This system is based on the building of a one-hour audio-
visual corpus of phonetic units, which associates visual features extracted from
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Fig. 16. Results obtained using the Multiple Linear Regression approach

video to acoustic observations. Ultrasound and optical images are coded using a
PCA-based approach similar to the EigenFaces approach described previously.
As the visual and audio streams are synchronized, the initial phonetic segmen-
tation of the video sequences can be obtained from the temporal boundaries of
the phonemes in the audio signal. These labels are generated using speech forced
alignment techniques. Then, HMM-based stochastic models trained on these vi-
sual features sequences are used to predict phonetic targets from video-only data.
Finally, a Viterbi unit selection algorithm is used to find the optimal sequence
of acoustic units given this phonetic prediction. The system is already able to
perform phonetic transcription from visual speech data with over 50% correct
recognition. Figure 17 presents an overview of this system and figure 18 shows a
typical image of the database in which a lip profile image is embedded into the
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Fig. 17. Ouisper corpus-based synthesis system overview

ultrasound image. The use of a large word dictionary and the introduction of a
Language Model will help improving the rendered signal.

4.5 Speaker Indexing

One of the most promising on-going experiments concerns speaker indexing. The
goal of this application is to answer automatically the question: Who is speaking
in a video sequence ?, taking benefit from information extracted from the audio
channel and from the video stream. This application is clearly audiovisual and
is based on many of the tools detailed in the previous sections.

First, faces are located within each frame of the considered video. Given a
sliding temporal window, audio energy is computed. A visual feature vector is
then attached to each pixel within the image (its values over time). The audio
feature vectors are sampled to match with the frame rate and both vectors
are σ − μ normalized. Correlations between all these vectors (the single audio
vector and visual feature vectors attached to each pixel) are computed. The mean
correlation is then computed for each detected face and the one with the greatest
value is defined as locating the ‘current speaker’. First results are depicted in
figure 19.

While very simple, this first method has proven to perform quite well. Further
experiments are under way, focusing especially on the choice of appropriate visual
features. The idea would then be to fuse the obtained segmentation with face
tracking/recognition and the speaker segmentation to obtain better results and
to be able to extract voice-over speech segments.
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Fig. 18. Example of an ultrasound vocal tract image with embedded lip profile

Fig. 19. Some good localizations of the current speaker (green rectangles)

5 Conclusion and Perspectives

Speech is not only an acoustic signal. It is produced by a speaker moving his
articulators. The observation of these movements helps in all aspects of speech
processing: coding, recognition, synthesis, . . . This chapter described a few on-
going experiments exploiting the correlation between acoustic and visual features
of speech. It is demonstrated that the correlation of audio and visual information
can be exploited usefully in many applications.
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Abstract. Quantitative performance criteria for the analysis of machine
learning architectures and algorithms have been long established. How-
ever, the qualitative performance criteria, e.g., nonlinearity assessment,
are still emerging. To that end, we employ some recent developments
in signal characterisation and derive criteria for the assessment of the
changes in the nature of the processed signal. In addition, we also pro-
pose a novel online method for tracking the system nonlinearity. A com-
prehensive set of simulations in both the linear and nonlinear settings
and their combination supports the analysis.

1 Introduction

Real–world processes are typically mixtures of linear and nonlinear signal com-
ponents (which can be either deterministic or stochastic) and noise, yet it is a
common practice to process them using linear, mathematically tractable, mod-
els. To illustrate the need to asses the nature of a real world signal prior to
choosing the actual computational model, Figure 1 (modified from [1]), shows
the range spanned by the fundamental signal properties of “nonlinear” and
“stochastic”. Despite the fact that real-world processes, due to nonlinearity, un-
certainty and noise, are located in areas such as those denoted by (a), (b), (c)
and ‘?’, in terms of computational models, only the very specialised cases such
as the linear-stochastic autoregressive moving average (ARMA), and chaotic
(nonlinear-deterministic) models are well understood. It is therefore necessary
to verify the presence of an underlying linear or nonlinear signal generation sys-
tem, before the actual filters or models are constructed. Indeed, in the absence
of nonlinearity within a signal in hand, it is not advantageous to use nonlinear
models since these are more difficult to train than their linear counterparts, due
to issues such as overfitting and computational complexity.

Research on “signal modality characterisation” started in physics in the mid
1990s and its applications in machine learning and signal processing applica-
tion are just beginning to emerge. It is essential that during processing of such
signals we not only optimise for the “best” performance in terms of a certain
quantitative performance criterion, but also that the processing preserves the
desired fundamental properties of the signal, for instance, the nonlinear and de-
terministic nature (qualitative performance). If the desired signal property has
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Fig. 1. Sketch of the variety of signals spanned by the properties “nonlinearity” and
“stochasticity”. Areas where theoretical knowledge and technology for the analysis of
time series are available are outlined, such as “Chaos” and “ARMA”. (Modified from
(Schreiber, 1999)).

significantly changed after processing (e.g. prediction within compression algo-
rithms and denoising), the application of such filters will be greatly limited. As
a consequence, such architectures and algorithms will not be suitable in situa-
tions where the signal nature is of critical importance, for instance, in speech
processing.

Notice that the very core of adaptive learning is the change in the shapes
of signal spectrum, this reflects only the performance in terms of second order
statistics, and no account of other signal characteristics is provided. To that
cause, we propose a new framework for the assessment of qualitative perfor-
mance in machine learning, and set out to investigate whether an improvement
in the quantitative performance is necessarily followed by the improvement in
the qualitative performance. For generality and to illustrate this trade-off, this
is achieved for both the linear and nonlinear filters.

On the other hand, the existing signal modality characterisation algorithms
in this area are typically based on hypothesis testing [2,3,4] and describe the
signal changes in a statistical manner. However, there are very few online algo-
rithms which are suitable for this purpose. Therefore, in this chapter, we will
also propose to demonstrate the possibility of online algorithms which can be
used not only to identify the nature of the signal, but also to track changes in
the nature of the signal (signal modality detection).

2 Background Theory

Before introducing new criteria for the analysis of qualitative performance in
machine learning and the online algorithm for tracking system nonlinearity, we
set out to provide some necessary background focusing on some recent results
on signal characterisation.
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2.1 “Nature” of a Signal

By the signal ‘nature’ [5][6], we adhere to a number of signal properties such as:-

i) Linear (strict definition) – A linear signal is generated by a linear time-
invariant system, driven by white Gaussian noise;

ii) Linear (commonly adopted) – Definition i) is relaxed somewhat by allowing
the distribution of the signal to deviate from the Gaussian one, which can
be interpreted as a linear signal from i), measured by a static (possibly
nonlinear) observation function;

iii) Nonlinear – A signal that cannot be generated in the above way is considered
nonlinear;

iv) Deterministic (predictable) – A signal is considered deterministic if it can
be precisely described by a set of equations;

v) Stochastic – A signal that is not deterministic.

2.2 Method of Surrogate Data and the Concept of “Phase Space”

Research on signal nonlinearity detection started in physics in the 1990s, and
out of the several proposed methods, the so-called ‘surrogate data’ method,
introduced by Theiler et al. [7], has been extensively used in the context of
statistical nonlinearity testing. A surrogate time series, or ‘surrogate’ for short,
is a realisation of a ‘composite’ null hypothesis. In our case this null hypothesis
is that the original signal is linear, i.e., generated by a linear stochastic system
driven by white Gaussian noise, measured by a static, monotonic and possibly
nonlinear observation function. Then, a discriminating statistic is calculated for
both the original time series and a set of surrogate data. If the statistics for
the original time series do not lie in the range of those for the surrogate data,
the null hypothesis is rejected, and the original data is judged to be nonlinear,
otherwise, it is judged to be linear. There exist many discriminating statistics,
the commonly used ones include the so-called third-order auto-covariance (C3)
[4] and the asymmetry due to time reversal (REV) [4]. In order to increase
the power of the surrogate test and decrease the spurious rejections of the null
hypothesis, several modified methods for the generation of surrogate data have
been proposed. In this chapter, we adopt the iterative amplitude adjusted Fourier
Transform (iAAFT) surrogate method [8]. The iAAFT surrogate data have their
amplitude spectra similar and their amplitude distribution identical to those of
the original time series.

Techniques described in this chapter rest upon the method of time delay
embedding for representing a time series in so-called ‘phase space’, i.e., by a
set of delay vectors (DVs) x(k) of a given embedding dimension m, that is
x(k) = [xk−mτ , . . . , xk−τ ]T , where τ is a time lag, which for simplicity is set to
unity in all simulations. In other words, x(k) is a vector containing m consecutive
time samples.

From Figure 2(a), although the wave form and the power spectrum of the
two signals are similar to one another, distinct difference can be observed in two
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(a) Time-domain waveform, power spectrum and the
phase space scatter plot of a chaotic signal (left col-
umn) and its surrogate (right column)

 

(b) Phase space scatter
plot for phonemes /ao/
and /s/

Fig. 2. Phase space scatter plot

phase space scatter plots. There is some sort of structure in the scatter plot for
the chaotic signal, whereas the surrogate displays randomness in the scatter plot.
The reason for this is that during the surrogate-generation process the temporal
and spatial correlations were completely destroyed due to the randomisation
scheme. Figure 2(b) illustrates the attractors for vowel /ao/ and consonant /s/
in phase space scatter plot. From the Figure, it is clear that these two phonemes
differ from one another in nature.

2.3 Signal Characterisation Tool: “Delay Vector Variance” (DVV)
Method

Many methods for detecting the nonlinear structure within a signal have been
proposed, such as the above mentioned surrogate data with different choices
of discriminating statistics, “Deterministic versus Stochastic” (DVS) plot [9],
δ-ε Method [10]. For our purpose, it is desirable to have a method which is
straightforward to visualise, and which makes use of some notions from nonlinear
dynamics and chaos theory, e.g., embedding dimension and phase space. One
such method is our recently proposed “Delay Vector Variance” (DVV) method
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[2], which is based upon examining the predictability of a signal in the phase
space, and examines simultaneously the determinism and nonlinearity within a
signal.

The DVV algorithm can be summarised in the following way:- For a given
optimal embedding dimension1 m:

– Map the original time series from time domain to a set of delay vectors (DVs)
in phase space, x(k) = [xk−τm, . . . , xk−τ ]T , where τ is the time lag which
for convenience is set to unity in all the simulations and the corresponding
target xk;

– The mean μd and standard deviation σd are computed over all pairwise
Euclidean distances between DVs, ‖x(i) − x(j)‖(i �= j);

– The sets Ωk(rd) are generated such that Ωk(rd) = {x(i)|‖x(k)−x(i)‖ ≤ rd},
i.e., sets which consist of all DVs that lie closer to x(k) than a certain distance

rd(n) = μd − ndσd + (n − 1)
2ndσd

Ntv − 1
, n = 1, . . . , Ntv (1)

where Ntv denotes how fine the standardised distance is uniformly spaced,
and nd is a parameter controlling the span over which to perform the DVV
analysis;

– For every set Ωk(rd), the variance of the corresponding targets, σ2
k(rd), is

computed. The average over all sets Ωk(rd), normalised by the variance of
the time series, σ2

x, yields the ‘target variance’, σ∗2(rd):

σ∗2(rd) =
1
N

∑N
k=1 σ2

k(rd)
σ2

x

(2)

We only consider a variance measurement valid, if the set Ωk(rd) contains
at least N0 = 30 DVs, since too few points for computing a sample variance
yields unreliable estimates of the true variance. For more details, please refer
to [2] [5].

For a predictable signal, the idea behind the DVV method is:- if two DVs lie close
to one another in terms of their Euclidean distance, they should also have similar
targets. The smaller the Euclidean distance between them, the more similar
targets they have. Therefore, the presence of a strong deterministic component
within a signal will lead to small target variances for small spans rd. The minimal
target variance, σ∗2

min = minrd
[σ∗2(rd)], is a measure for the amount of noise

present within the time series. Besides, the target variance σ∗2
min has an upper

bound which is unity. This is because, when rd becomes large enough, all the
DVs belong to the same set Ωk(rd). Thus, the variance of the corresponding
target of those DVs will be almost identical to that of the original time series.

In the following step, the linear or nonlinear nature of the time series is ex-
amined by performing the DVV test on both the original and a number of
1 In this chapter, the optimal embedding dimension is calculated by Cao’s method

[11], since this method is demonstrated to yield robust results on various signals.
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Fig. 3. Nonlinear and deterministic nature of signals. The upper two diagrams (DVV
plot) are obtained by plotting the target variance as a function of standardised distance.
The lower two diagrams (DVV scatter diagram) are obtained by plotting the target
variance of the original data against the mean of the target variances of the surrogate
data.

surrogate time series2 [7], using the optimal embedding dimension of the origi-
nal time series. Due to the standardisation of the distances, the DVV plots can
be conveniently combined3 within a scatter diagram, where the horizontal axis
corresponds to the DVV plot of the original time series, and the vertical axis to
that of the surrogate time series. If the surrogate time series yield DVV plots
similar to that of the original time series, the ‘DVV scatter diagram’ coincides
with the bisector line, and the original time series is judged to be linear, as shown

2 In this chapter, all the DVV tests are performed using 19 surrogate data realisations.
The reason for that is that with the increase in the number of surrogate data, DVV
test does not yield a much better result whereas the computational complexity is
much increased.

3 In fact, target variance (σ∗2) of the original data is plotted against the mean of the
target variance of 19 surrogate data, for all corresponding distances ( rd−μd

σd
).
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in Figure 3(c). If not, the original time series is judged to be nonlinear, as depicted
in Figure 3(d). Since the minimal target variance indicates a strong determinis-
tic component within the signal, we conclude that in DVV scatter diagrams, the
more the curve approaches the vertical axis, the more deterministic the nature
of the signal. This can be employed as a convenient criterion for estimating the
level of noise within a signal.

3 Qualitative and Quantitative Performance Analysis

To assess the quantitative performance of learning algorithms, it is convenient
to use the standard one-step forward prediction gain [12]:-

Rp = 10 log10

( σ̂2
s

σ̂2
e

)
[dB] (3)

which is a logarithmic ratio between the estimated signal variance σ̂2
s and esti-

mated prediction error variance σ̂2
e . On the other hand, to assess the qualitative

performance, that is, a possible change in the signal nature introduced by a filter,
we proposed to compare DVV scatter diagrams of the output signals with those
of the original signal. In the prediction setting, the target variances Eq. (2) for
the predicted signal and its surrogates are obtained by performing the DVV test
on the predicted signal. For robustness, these steps are repeated 100 times.

If the considered filters yield high prediction gain (Rp), the quantitative per-
formance of the filters is judged to be “good”. As for the qualitative performance,
the more similar the DVV scatter diagram for the filtered signal is to that for
the original signal, the better the qualitative performance of the considered pre-
diction architecture.

For generality,we illustrate the usefulness of the proposed methodology for both
linear and nonlinear (neural networks) adaptive filters and their combinations.

4 Experimental Settings

To illustrate the effect of the chosen mode of processing (linear, nonlinear, etc.),
we have chosen a general hybrid architecture, which is shown to be able to
improve the overall quantitative performance, as compared to the performance of
single modules. In particular, it has been suggested that a cascaded combination
of a recurrent neural network (RNN) and finite infinitive response (FIR) filter can
simultaneously model the nonlinear and linear component of a signal [12]. The
nonlinear neural filter can model the nonlinearity and a portion of the linearity
within a signal, while the subsequent linear FIR filter models the remaining
linear part of the signal.

The nonlinear neural filters used in simulations were the dynamical perceptron
(nonlinear FIR filter) trained by the nonlinear gradient descent algorithm (NGD)
and a recurrent perceptron, trained by the real time recursive learning (RTRL)
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[13] algorithm. The linear filters considered were standard FIR filters trained by
least mean square (LMS) and recursive least squares (RLS) algorithms.

The inputs were a benchmark linear AR(4) signal, given by

x(k) = 1.79x(k − 1) − 1.85x(k − 2) + 1.27x(k − 3)
− 0.41x(k − 4) + n(k) (4)

where n(k) ∼ N (0, 1) and a benchmark nonlinear signal, the Narendra Model
Three, given by [14]

z(k) =
z(k − 1)

1 + z2(k − 1)
+ r3(k)

r(k) = 1.79 r(k − 1) − 1.85 r(k − 2) + 1.27 r(k − 3)
− 0.41 r(k − 4) + n(k) (5)

where n(k) ∼ N (0, 1). For these signals their DVV scatter diagrams are shown
as Figure 3(c) and 3(d), clearly indicating the linear nature of (4) (DVV scatter
diagram on the bisector line), and nonlinear nature of (5) (DVV scatter diagram
deviating from the bisector line).

4.1 Simulations

The first experiment was conducted for prediction of the linear benchmark signal
(4). The DVV scatter diagrams show the nonlinearity information about the
output of such filters. From Figure 4, in terms of preserving the nature of the
signal (linear in this case), both the nonlinear filters and hybrid filters performed
well on a linear AR(4) signal, indicated by the fact that all the DVV scatter
diagrams in Figure 4 lie on the bisector line. In terms of the prediction gain
Rp, the NGD and RTRL performed similarly, and as expected, the hybrid filters
performed better than single nonlinear filters. The hybrid filter realised as a
cascaded combination of a dynamical perceptron trained by RTRL and FIR
filter trained by RLS gave the best performance, as illustrated in bottom right
diagram of Figure 4.

Figure 5 illustrates a similar experiment performed on prediction of a much
more complex benchmark nonlinear signal (5). From Figure 5, both nonlinear
filters trained by NGD and RTRL performed poorly on their own in terms of the
prediction gain. However, from the change of the nature of the original signal,
seen in Figure 3(d), they preserved the nature of the benchmark nonlinear signal
better than the hybrid filters, even though the quantitative gain Rp for hybrid
filters was higher. For instance, the recurrent perceptron trained by the RTRL
exhibited worse quantitative performance but better qualitative performance. A
hybrid filter consisting of a combination of a dynamical perceptron trained by
NGD and an FIR filter trained by LMS, showed a considerable increase in gain,
however, the signal was considerably linearised as illustrated by the DVV scatter
diagram approaching the bisector line. The bottom right diagram in Figure 5
shows the performance of a hybrid filter consisting of a recurrent perceptron
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Fig. 4. Qualitative and quantitative comparison of the performance between nonlinear
neural and hybrid filters for a linear benchmark signal (4). The top panels denote the
DVV scatter diagrams for single neural filters (feedforward and feedback), trained by
NGD and RTRL algorithm respectively. The bottom panel diagrams relate to hybrid
filters.

trained by RTRL followed by a FIR filter trained by the RLS algorithm. This
case gave best balance between the quantitative and qualitative performance out
of all the combinations of hybrid filters considered. The quantitative performance
gain for this combination was the second best of all the combinations, whereas
the nature of the signal was preserved reasonably well.

We now investigate whether exchanging the order of filters within a hybrid
filter will affect the overall performance. Given the highly nonlinear nature of
the problem, it is expected that the performances will be significantly different.
To this end we re-ran the experiments for the nonlinear benchmark signal. The
results of the experiments are shown in Figure 6.

Figure 6 confirms that exchanging the order of the modules within a hybrid
architecture does not provide the same performance, both quantitatively and
qualitatively. Indeed, the quantitative performance are considerably worse and
also the nature of the predicted signal changed significantly towards a linear one.
This can be explained in the following way. When a linear filter is placed at the
first stage of the hybrid filter, it linearise the input signal significantly and the
subsequent nonlinear filter will not be able to recover the lost information as the
system is not aware of presence of a nonlinear signal. However, if a nonlinear
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Fig. 5. Qualitative and quantitative performance comparison of the performance be-
tween nonlinear neural and linear filters for a nonlinear benchmark signal (5). The
dotted line denotes the DVV scatter diagram for the original nonlinear benchmark
signal Eq.(5), whereas the solid line denotes that for the output of the filters.

filter is placed as the first module, it will capture the input signal nonlinearity
and inform the system that the upcoming signal is nonlinear in nature so that
the subsequent linear filter is able to refine the output.

5 Online Nonlinearity Tracking Using Hybrid Filters

We have shown a novel framework of evaluating the qualitative performance of
adaptive filters. This is achieved based upon examining the change in signal nature
in terms of nonlinearity and determinism, which is considered an offline method.
It is natural to ask whether it is possible to track the system nonlinearity online.

In [15] one such ‘online’ approach is considered which relies on parametric
modeling to effectively “identify” the signal in hand. Figure 7 shows an im-
plementation of this method which uses a third order Volterra filter (nonlinear
subfilter) and a linear subfilter trained by the normalised LMS (NLMS) algo-
rithm with a step size μ = 0.008 to update the system parameters. The system
was fed with the signal y[k] obtained from

u[k] =
I∑

i=0

aix[k − i] where I = 2 and a0 = 0.5, a1 = 0.25, a2 = 0.125 (6)

y[k] = F (u[k]; k) + η[k] (7)
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Fig. 6. Qualitative and quantitative comparison of the performance between “inverse
order” hybrid filters for a nonlinear benchmark signal (5). The filter order is inter-
changed from the one in previous experiments. The dotted line denotes the DVV scatter
diagram for the original nonlinear benchmark signal (5), whereas the solid line denotes
that for the output of the filters.

where x[k] are independent identically distributed and uniformly distributed over
the range [−0.5, 0.5] and η[k] ∼ N (0, 0.0026). The function F (u[k]; k) varies with
the range of k as follows

F (u[k]; k) =

⎧
⎨

⎩

u3[k], for 10000 < k ≤ 20000
u2[k], for 30000 < k ≤ 40000
u[k], elsewhere

(8)

The signal y[k] can be seen in the first trace of Figure 7. The second and
third traces show the residual estimation errors of the optimal linear system and
Volterra system respectively. The final trace is the estimated degree of system
nonlinearity. Whilst these results show that this approach can detect changes in
nonlinearity and is not affected by the presence of noise, this may be largely due
to nature of the input signal being particularly suited to the Volterra model.

In this chapter, we propose to overcome this problem be making use of the
concept of convexity. A convex combination can be described as [16]

λx + (1 − λ)y where λ ∈ [0, 1] (9)

as illustrated on Figure 8. The point resulting from the convex combination of
x and y will lie somewhere on the line defined by x and y, between the two. The
benefits of using convex optimisation are threefold:

– The existence of the solution is guaranteed;
– The solution is unique;
– This facilitates the collaborative adaptive filtering approach

Intuitively, a convex combination of the output of two adaptive filters with
different dynamical characteristics ought to be able to “follow” the subfilter
with better performance, provided a suitable adaptation of λ. Indeed, such a
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Fig. 7. NLMS with Volterra series

yλx + (1−  )yλx

Fig. 8. Convexity

hybrid filter has been proposed in [17,18] in a form that adaptively combines
the outputs of the subfilters based on their instantaneous output error. In [19],
this approach has demonstrated to yield considerable improvement in the steady
state and convergence capabilities of the resultant filter.

While previous applications of hybrid filters have focused on the improved per-
formance they can offer over the individual constituent filters, our approach relies
on the observation of the evolution of the so-called mixing parameter λ over time.
For example, in the standard setting, λ would vary so as to initially favour the
faster subfilter (learning) and finally, the filter with the best steady state proper-
ties4.

In this section, we consider hybrid combinations of filters. The analysis of
λ then provides insight into the nature of the signal under consideration. In
particular, we focus on quantifying the degree of “nonlinearity” in a signal. As
a subset of nonlinearity we also consider the degree of “sparsity”, as sparse
signals occur naturally in many real world applications. The benchmark signals
considered are linear (AR(4)) or nonlinear by design, whereas the real world
signals considered in this case are speech data.

5.1 Hybrid Adaptive Filter for Signal Modality Characterisation

Figure 9 shows a block diagram of a hybrid adaptive filter aimed at signal
modality characterisation. In this Chapter, we focus on tracking the degree of
4 This differs from the traditional “search then converge” approach, since it caters for

potentially nonstationary data.



Exploiting Nonlinearity in Adaptive Signal Processing 69

Nonlinear Filter
w1(k)

Linear Filter
w2(k)

d(k)

y(k)x(k)

y  (k)
1

y (k)
2

e  (k)1

e  (k)2

e (k)

y(k)

y1-   (k)

Fig. 9. Block-diagram of a hybrid adaptive filter for nonlinearity tracking

nonlinearity in a signal by combining the outputs of a linear and a nonlinear
subfilter in a hybrid fashion. Following the approach from [17,19], the output of
such a structure was obtained as

y(k) = λ(k)y1(k) + [1 − λ(k)] y2(k) (10)

where y1(k) = xT (k)w1(k) and y2(k) = xT (k)w2(k) are the outputs of the two
subfilters, with respective weight vectors wT

1 (k) and wT
2 (k) and where x(k) is

the common input vector. For simplicity, w1(k) and w2(k) are assumed to be
of equal length L = 10 and are adapted independently, using their own design
rules and depending on the property we aim at tracking. Parameter λ(k) is a
mixing scalar parameter, which is adapted using a stochastic gradient rule that
minimises the quadratic cost function J(k) = e2(k) of the overall filter, where
e(k) is the output error given by e(k) = d(k)−y(k). Using LMS type adaptation
to minimise the error of the overall filter, the generic form the the λ update can
be written as

λ(k + 1) = λ(k) − μλ ∇λJ(k)|λ=λ(k) (11)

where μλ is the adaptation step-size of the hybrid filter. Using (10) and the
expression for the output error, the partial derivative of the cost function with
respect to λ(k) can be written as

∇λJ(k)|λ=λ(k) = −e(k)[y1(k) − y2(k)] (12)

Then equation (11) can be rewritten as

λ(k + 1) = λ(k) + μλe(k)[y1(k) − y2(k)] (13)
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To ensure the combination of adaptive filters remains a convex function, λ was
kept in the range 0 ≤ λ(k) ≤ 1. For this purpose, in [17] the authors used a
sigmoid function to bound λ(k) in the range [0, 1]. Since, in order to determine
the changes in the modality of a signal, we are not interested in the overall
performance of the filter but in the variable λ, the use of a sigmoid function
would interfere with the true values of λ(k) and was therefore not used. Instead,
a hard limit on the set of allowed values for λ was implemented.

5.2 Performance of the Combination on Benchmark Signals

In order to illustrate the operation of the convex combination aimed at signal
modality tracking, simulations were initially performed on a set of synthetic
signals made by alternating between blocks of linear and nonlinear data. 100
runs of independent trials were performed and averaged, in the one-step ahead
prediction setting. The linear signal used was a stable AR(4) process given by

x(k) = 1.79x(k − 1) − 1.85x(k − 2) + 1.27x(k − 3) − 0.41x(k − 4) + n(k) (14)

where n(k) ∼ N (0, 1) is white Gaussian noise (WGN). The benchmark nonlinear
input signal was [14]

x(k) =
x2(k − 1)(x(k − 1) + 2.5)
1 + x(k − 1)2 + x(k − 2)2

+ n(k − 1) (15)

For the experiments, the linear adaptive filter was the ε-NLMS (Normalised Least
Mean Square) while the nonlinear filter was the Normalised Nonlinear Gradient
Descent (NNGD) [20]. NNGD and NLMS were used as opposed to the standard
NGD and LMS algorithms in order to overcome the issue of high dependence
of the convergence of the individual subfilters and hence of the combination
on input signal statistics. Furthermore, since these subfilters exhibit a rate of
convergence that is potentially faster, this alternative also increased the speed
of adaptation of λ.

The nonlinearity at the output of the nonlinear filter was the logistic sigmoid
function, given by

Φ(z) =
1

1 + e−βz
, z ∈ IR (16)

with a slope of β = 1. Intuitively, we expect the linear filter to take over (i.e.
λ → 0) when the modality of the input signal is more linear while the output
is expected to follow the more nonlinear filter (i.e. λ → 1) when the input is
nonlinear [see Fig. 9].

Figure 10 shows the evolution of λ at the output of the hybrid combination
from Figure 9 for a signal alternating between linear and nonlinear every 200
and 100 samples respectively. The combination proved robust to changes in step-
sizes within the combination and was always capable of tracking the degree of
nonlinearity in the input signal, provided μNLMS = μNNGD and provided the
step-size values were such that both subfilters converged.

Having demonstrated the ability of the combination at tracking the degree
of nonlinearity in synthetically generated data, we next perform simulations on
real-world speech data.
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Fig. 10. Mixing parameter λ at the output of the hybrid combination from Figure 9,
with μλ = 20, for input signal nature alternating between linear (14) and nonlinear (15)

5.3 Tracking the Degree of Nonlinearity in Speech Data

In this section, we aim at giving a flavour of the potential of the hybrid adaptive
filtering approach on speech data. The area of speech modality characterisation
is only emerging and in fact, only little is known about the nature of speech.
Recently, much effort has been devised in developing accurate models for the
speech production system and for characterising the modality of speech. It is
believed that the accurate knowledge of speech characteristics will lead signifi-
cant advances in several areas of speech processing, including speech coding and
speech synthesis.

Typically, the vocal tract5 is modeled as an all-pole filter, i.e. using a linear
difference equation. This is mainly due to the solid theory underlying linear sys-
tems and to the corresponding decrease in computational complexity. However,
the physical nature of the vocal tract is itself an indication of the potentially
nonlinear nature of the radiated speech. In fact, several studies have suggested
that linear models do not sufficiently model the human vocal tract [21,22].

Due to its nonstationary nature, the characterisation of speech is a complex
task and much research has been done recently to study the nonlinear properties
of speech and to find an efficient model for the speech signal. These studies
have typically been based on a classification between vowels and consonants or
between voiced and unvoiced sounds6. It is known that all vowels and certain
consonants are voiced, i.e. highly periodic in nature with a periodic excitation
source. In the case of unvoiced consonants, the folds may be completely open
(e.g. for the /s/, /sh/ and /f/ sounds) or partially open (e.g. for /h/ sound),
resulting in a noise like waveform [23,24,25].
5 The vocal tract is the cavity where sound that is produced at the sound source is

filtered. It consist of the laryngeal cavity, the pharynx, the oral and nasal cavities;
it starts at the vocal folds (vocal cords).

6 A sound is referred to as being voiced when the vocal folds are vibrating, whereas
it is voiceless (or unvoiced) in a contrary case.
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Fig. 11. Speech signal S1 and corresponding variation of λ for determining the degree
of “nonlinearity” and “sparsity”

In [26], Kubin shows that there are several nonlinearities in the human vo-
cal tract, whereas he demonstrates that linear autoregressive models are fully
adequate for unvoiced speech. In [27,28,29] chaotic behaviour is found in voiced
sounds such as vowels and nasals like /n/ and /m/. In [30], the speech signal
is modeled as a chaotic process. Finally, hybrid methods combining linear and
nonlinear structures have previously been applied to speech processing [31,32,33].

While the majority of the studies so far have suggested a nonlinear nature of
voiced speech, the form of fundamental nonlinearity is still unknown. In [34], it
is suggested that speech may contain different types of linear/nonlinear charac-
teristics, and that for example, vowels may be modeled by either chaotic features
or types of higher order nonlinear features, while consonants may be modeled
by random processes.

For the simulations, speech signals S1 and S3 from [35] were first analysed.
Finally, a randomly selected recording from the APLAWD database [36] was
considered, together with the corresponding laryngograph7 signal. All amplitude

7 A laryngograph monitors vocal fold closure by measuring variations in the conduc-
tance between a transmitting electrode delivering a high frequency signal to the neck
on one side of the larynx and a receiving electrode on the other side of the larynx.
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Fig. 12. Speech signal S3 and corresponding variation of λ for “nonlinearity” and
“sparsity” tracking

signals were standardised so that the amplitude range was between [−0.5, 0.5].
For generality, the values of step-sizes were kept as in the simulations on station-
ary data, namely μNLMS = μNNGD = 0.4 and μλ was varied according to the
aim of the experiment (larger μλ used for demonstrating the correlation between
the laryngograph signal and the evolution of λ). The nonlinearity used in the
complex NNGD (CNNGD) algorithm was the hyperbolic tanh function given by

Φ(x) = tanh(x) =
sinh x

coshx
=

expx − exp−x

expx + exp−x
, x ∈ IR (17)

Prediction was performed in the one-step ahead setting (short-term predic-
tion). One may in the future perform simulations using long-term prediction, i.e.
using a prediction delay of one pitch period, as in [37].

In order to investigate the potential of using hybrid filters for the purpose of
determining the degree of nonlinearity and sparsity in a speech waveform, the
combination of CNLMS and CNNGD (complex linear and nonlinear subfilters)
and NLMS and SSLMS (signed sparse LMS) (following the approach from [38])
were both fed with the speech waveforms S1 and S3 in turn. The first trace from
Figures 11 and 12 shows the speech waveform while the second and third traces
respectively show the corresponding variations of λ for tracking the degree of
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nonlinearity and sparsity in the waveform. In the second trace, and as above, a
value of λ close to 1 indicated the predominantly nonlinear nature of speech and
vice versa for λ → 0. Finally, in the third trace, and for consistency, a λ → 1
showed the predominantly sparse nature of the waveform.

From the figures, the expected correlation between nonlinearity and sparsity
is confirmed. We note that certain parts of a speech signal are better mod-
eled using nonlinear structures (λ → 1), while for others, linear structures
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are sufficient (λ → 0). Furthermore, voiced speech appears to be indicated by
regions where λ exhibits a “spiky” behaviour. From Figure 11, it can be noticed
that the noise like sounds /z/ (around samples 2800-3200) and /s/ (around
samples 4100-4200) are linear which agree with previous findings in the field.
From Figure 12, it can be inferred that highly voiced sounds such as /a/ in
“trying” is more nonlinear.

5.4 Correlation Between Laryngograph Signal and the Variation of λ

In this section, we aim at exploring the relationship between the variation of
λ and the laryngograph waveform (Lx). For this purpose, simulations are per-
formed on the randomly selected speech waveform from the APLAWD database
[36]: the letter “m” read by a male speaker. Figure 13 shows the speech and
corresponding laryngograph waveforms and the evolution of λ at the output of
the hybrid combination of CNLMS and CNNGD. From this figure, it is clear
that there is some correlation between the two waveforms during certain peri-
ods of voiced speech. In particular, it appears that sharp transitions in λ and
in the derivative of the Lx waveform (indicating glottal opening instant) oc-
cur simultaneously (the delay between the two waveforms is due to the larynx-
to-microphone delay and estimated in [39] to be of approximately 0.95ms, i.e.
20 kHz × 0.95ms = 19samples). This does not necessarily imply that the hybrid
filter is capable of detecting glottal opening instants, but that there is a clear
relationship between the two signals which requires further investigation.
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Abstract. Hidden Markov Models based text-to-speech (HMM-TTS)
synthesis is a technique for generating speech from trained statistical
models where spectrum, pitch and durations of basic speech units are
modelled altogether. The aim of this work is to describe a Spanish HMM-
TTS system using an external machine learning technique to help im-
proving the expressiveness. System performance is analysed objectively
and subjectively. The experiments were conducted on a reliably labelled
speech corpus, whose units were clustered using contextual factors based
on the Spanish language. The results show that the CBR-based F0 es-
timation is capable of improving the HMM-based baseline performance
when synthesizing non-declarative short sentences while the durations
accuracy is similar with the CBR or the HMM system.

1 Introduction

One of the main interests in TTS synthesis is to improve quality and natu-
ralness in general purpose applications. Concatenative speech synthesis for a
limited domains (e.g. Virtual Weather man [1]) presents drawbacks when used
in a different domain and new recordings become time consuming and expen-
sive. In contrast, the main benefit of HMM-TTS is the capability of modelling
voices in order to synthesize different speaker features, styles and emotions. In
that sense, voice transformation with concatenative speech synthesis still requires
large databases in contrast to HMM which can obtain better results with smaller
databases [2] (e.g. speaker interpolation [3] or eigenvoices [4]). Furthermore, lan-
guage is a key topic during the design of a TTS and HMM synthesis has also
been used to design polyglot systems [5]. The HMM-TTS scheme based on con-
textual factors for clustering can be used for any language (e.g. English [6], Por-
tuguese [7] or Japanese-Spanish for the polyglot system [5]). Basic synthesis units
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(i.e. phonemes) and their context attributes-values pairs are the main language
dependent information. As a result, HMM-TTS systems provide a stable syn-
thesis performance though it sometimes presents a lower quality and a plain
expressiveness in comparison with concatenative systems. For the former draw-
back, some techniques have been shown to improve the quality (i.e. Global Vari-
ance or GV [8]) and for the latter, this work presents a mixed F0 approach
(HMM+CBR) for improving the expressiveness for delivering different types of
sentences with the original speaker style.

The HMM-TTS system presented in this work is based on a source-filter
model approach to generate speech directly from HMM itself in contrast to
other approaches that unified concatenative and HMM approaches [9]. It uses a
decision tree based on context clustering in order to improve model training and
to characterize phoneme units introducing a counterpart approach with respect
to English [6]. As the HMM-TTS system is a complete technique to generate
speech, this research presents objective results to measure its performance as
a prosody estimator and subjective measures to test the synthesized speech.
It is compared with a tested Machine Learning strategy based on case based
reasoning (CBR) for prosody estimation [10].

This paper is organized as follows: Section 2 describes the HMM system work-
flow, parameter training and synthesis. Section 3 concerns CBR for prosody es-
timation. Section 4 describes the mixed F0. Section 5 presents measures and
discusses the results and section 6 presents the concluding remarks and future
planned research.

2 HMM-TTS System

2.1 Training and Synthesis

As in any HMM-TTS system, two stages are distinguished: training and syn-
thesis. Figure 1 depicts the classical training and synthesis workflow (dotted
lines stand for the optional F0 generation from the CBR module). First, HMM
for isolated phonemes (each HMM represents a contextual phoneme) are esti-
mated and each of these models are used as an initialization of the contextual
phonemes. Then, similar phonemes are clustered by means of a decision tree
using contextual information and specific questions. Unseen units during the
training stage can be synthesized using these decision trees. Each contextual
phoneme HMM definition includes spectrum, F0 and state durations. Topology
used is a 5 states left-to-right with no-skips. Each state is represented with 2
independent streams, one for spectrum and another for pitch. Both types of in-
formation are completed with their delta and delta-delta coefficients. Spectrum
is modelled by 13th order mel-cepstral coefficients which can generate speech
with the MLSA (Mel Log Spectrum Approximation) filter [11]. The spectrum
model is a multivariate Gaussian distribution [2]. The Spanish corpus was pitch
marked using the approach described in [12]. This algorithm refines mark-up to
get a smoothed F0 contour in order to reduce discontinuities in the generated
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curve for synthesis. The model is a multi-space probability distribution [2] that
may be used in order to store continuous logarithmic values of the F0 contour
and a discrete indicator for voiced/unvoiced. State durations of each HMM are
modelled by a Multivariate Gaussian distribution [13]. Its dimensionality is equal
to the number of states in the corresponding HMM.

Context 
Label 

Parameter 
generation 

HMMs

MLSA
filter 

Text to 
synthesize 

Excitation 
generation 

CBR
Model

Synthetic 
speech 

Parameter 
analysis 

Speech 
corpus 

HMM
Training 

Context 
clustering 

Fig. 1. Training and synthesis workflow

Once the system has been trained, it provides a set of phonemes represented
by a contextual factor. The first step in the synthesis stage produces a complete
contextualized list of phonemes from a text to be synthesized. Chosen units
are converted into a sequence of HMMs. Durations are estimated to maximize
the probability of state durations and then, using the algorithm proposed by
Fukada in [11], spectrum and F0 parameters are generated from HMM models
using dynamic features. The excitation signal is generated from the F0 curve and
the voiced and unvoiced information. Finally, in order to reconstruct speech, the
system uses spectrum parameters as the MLSA filter coefficients and excitation
as the input signal.

2.2 Context Based Clustering

The decision trees used to perform the clustering are based on information refer-
ring to spectrum, F0 and state durations and are designed independently because
they are affected by different contextual factors. As the number of contextual fac-
tors increases, there is less data to train the models. To deal with this problem, the
clustering scheme presented in [2] will be used to provide the HMMs with enough
samples as some states can be shared by similar units. Text analysis for HMM-
TTS based decision tree clustering was carried out by Festival [15] updating an
existing Spanish voice for linguistic analysis. Spanish HMM-TTS required the de-
sign of specific questions to use in the tree. Table 2.2 enumerates the main features
and contextual factors taken into account. Correct questions will determine clus-
ters to reproduce a fine F0 contour in relation with the real intonation.

3 CBR System Description

As shown in figure 1, CBR system for prosody estimator can be included as a
module in any TTS system (i.e. excitation signal can be created using either
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Table 1. Spanish phonetic features and contextual factors

Unit Features Contextual factor

Phoneme

Vowel Frontal, Back, Half open, Open, Closed

Consonant Dental, velar, bilabial, alveolar

lateral, Rhotic, palatal, labio-dental,

Interdental, Prepalatal, plosive, nasal,

fricative

{Preceding, next} Position in syllable

Syllable Stress, position in word, vowel {Preceding, next} stress,

#phonemes, #stressed syllables

Word POS, #syllables Preceding, next POS,

#syllables

Phrase End Tone Preceding, next #syllables

HMM, CBR or the mixed system proposed in this work). It was shown in [10]
that a CBR approach is appropriate to create prosody even with expressive
speech. The CBR strategy was originally designed for retrieving mean phoneme
information related to F0, energy and duration, but this research compares the
F0 and the duration with the HMM based estimator.

This CBR system is a corpus oriented method for the quantitative modelling
of prosody. Analysis of texts is carried out by the SinLib library [14], an en-
gine developed to Spanish text analysis. Prosody cases are built from features
extracted from texts (i.e. a set of attribute-value pair). These are based on the ac-
centual group (AG) that incorporates syllable influence and is related to speech
rhythm, and the intonational group (IG). Structure at IG level is reached by
concatenating AGs. Main features to characterize each intonational unit are:
position of AG in IG, number of syllables, accent type, IG phrase position, IG
as interrogative, declarative or exclamative, stressed syllable position, duration
values or polynomial coefficients for the F0 estimation.

The system training can be divided in two stages: selection and adaptation.
Each sentence is analysed in order to convert it into a new case (i.e. a set of
attribute-value pairs). In order to optimize the system, case reduction is carried
out by grouping similar attributes. Once the memory of cases is created, the
goal is to obtain a solution that best matches the new problem (i.e. the most
similar case). Mean F0 per phoneme is retrieved by first estimating phoneme
durations, normalizing temporal axis and computing the mean pitch for each
phoneme using the retrieved polynomial.

Speech 
corpus 

Texts 
Attribute-

value 
extraction 

Parameter 
extraction 

CBR
training 

CBR
Model

Fig. 2. CBR Training workflow
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4 Mixed F0

The aim of using an external F0 estimation is to build a better excitation signal
able to produce an improved expressiveness. The standard HMM F0 estimation
is over-smoothed due to the statistical processing during the training stage and
the CBR approach produces a F0 that can be too high to be synthesized by the
HMM-TTS. Moreover, in the work presented in [8] it was not clearly shown that
the GV technique was able to improve the quality when applied only to F0. In
this work, the final F0 contour is produced as the mean value of both approaches,
hence it fuses the advantages of stability (HMM) and high expressiveness (CBR).
Notice that the CBR estimation can be viewed as the global variance for a specific
sentence.

5 Experiments

Experiments were conducted on the corpus to evaluate objective and subjective
measures. On the one hand, objective measures compare real prosody (F0 and
duration) with HMM-TTS and CBR system estimations. On the other hand,
subjective results validate the Spanish synthesis1. Results are presented for var-
ious phrase types and lengths (number of phonemes). Phrase lengths classifica-
tion is referenced to the corpus average length. Thus, a short (S) and a long (L)
sentence are below and above the standard deviation (μ ± σ), while very short
(VS) and very long (VL) exceed double the standard deviation above and below
(μ ± 2σ).

The Spanish female voice was created from a corpus developed together with
LAICOM [10]. Speech was recorded by a professional speaker in neutral emotion
and segmented and revised by speech processing researchers. The corpus features
contains 8.3% of examples for exclamative (EXC), 70.7% for the declarative
(DEC) and 21% for the interrogative (INT). The system was trained with HTS
[16] using 620 phrases of a total of 833 (25% of the corpus is used for testing
purposes). The training part was build using closed percentages (8.1% EXC,
70.8% DEC and 21.9% INT).

First, texts were labelled using contextual factors described in table 2.2. Then,
HMMs were trained and clustered with different decision trees for spectrum,
F0 and state durations. Spectrum states are basically clustered according to
phoneme features while F0 questions show the influence of syllable, word and
phrase contextual factors [2].

5.1 Objective Measures

Since both fundamental frequency and duration accuracy estimations are crucial
in a source-filter model approach and are important factors for the expressiveness
modelling, the evaluation of these parameters becomes a key step [17]. Objectives

1 See http://www.salle.url.edu/∼gonzalvo/hmm, for some synthesis examples
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measures evaluate the RMSE (i.e. estimated vs. real) of the F0 contour (figure
3) and the mean duration of each phoneme (figure 4).

In the one hand, figure 3 (a) shows that both systems (CBR and HMM)
present a similar performance except for the case of interrogative sentences. For
this kind of sentence, short ones are worse (see figure 3 (b)). On the other hand,
the HMM and the CBR system have a similar RMSE for duration (figure 4)
though interrogative are worse with HMM and VL worse with CBR.

A real example is presented in figure 5 (b). For the short declarative part
(frames < 350) both HMM and CBR estimate a similar F0 contour. However,
for the short and interrogative part (frames > 350), the CBR approach becomes
a better approach because it reproduces fast changes better. The mixed F0
contour presents variations when the expressiveness must be improved thanks
to the CBR system, hence the final excitation signal produces a better intonation.

5.2 Subjective Evaluation

The aim of the subjective measures (see figure 5 (a)) is to assess synthesized speech
from HMM-TTS using HMM-based F0 estimators and a mixed F0 system using
HMM and CBR. The preference of the users is biased towards the mixed system
with INT or EXC sentences. In the case of EXC sentences, the preference for the
mixed system decreases and the non-distinction option is bigger than for the INT
case. Although the expressiveness is also improved in this case, some of the syn-
thesized sentences were harder to be distinguished and even the mixed system
intonation was subjectively considered not appropriate in some cases, though it
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Fig. 5. (a) Preference for phrase type, (b) Example of F0 estimation for HMM-TTS
“Su sistema de comunicación, podrá adaptarse?” translated as “Your communication
system, can it be adapted?”

was closer to the original recording. DEC sentences were not included in the test
due to the similarity of the synthesis (i.e. similar RMSE in figure 3 (a)).

6 Conclusions and Future Work

A Spanish HMM-TTS was presented here and its performance was compared with
CBR for F0 and duration estimation. The HMM system performance has been
analysed by objective and subjective measures. Objective measures showed that
HMM prosody reproduction depends on the phrase type and length. For declar-
ative sentences, HMM and CBR has a similar RMSE performance. Exclamative
and interrogative sentences (i.e. intonational variations) are better reproduced by
the F0 CBR estimator. This can be explained, since the CBR approach uses AG
and IG attributes in a polynomial interpolation to retrieve a changing F0 contour
that becomes a better solution in non-declarative phrases and low contextual in-
formation cases. Moreover, HMM and CBR are similar estimators for durations,
so the CBR estimation contributes little though more research will be carried out
in this respect. The final mixed F0 contour improved the expressiveness when we
used HMM as the stable information as well as CBR for the desirable variance.
Subjective measures validated the HMM-TTS synthesis using the mixed F0. In
addition, notice that the CBR approach involves a low computational cost and
that HMM training process is able to model all parameters together in a HMM
taking advantage of voice analysis and transformation.

Future HMM-TTS system could include AG and IG in its features to improve
F0 estimation. Furthermore, vocoded speech produced by the HMM-TTS system
will be improved when a mixed excitation technique is applied using well defined
models of the parametrized residual excitation that will be implemented using a
multi-band mixing structure. Also, the main power of HMM-TTS is the statis-
tical modelling of information. Regarding this, the prosody study shown in this
work serves as the starting point for future systems using voice modification. Fur-
thermore, the HMM-TTS systems are also able to model a voice with a reduced
corpus, so it would be interesting to set the minimum number of sentences needed
to produce a good synthesis in terms of naturalness and expressiveness [17].
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Abstract. This paper presents the validation of the expressiveness of
an acted oral corpus produced to be used in speech synthesis. Firstly,
an objective validation has been conducted by means of automatic emo-
tion identification techniques using statistical features extracted from
the prosodic parameters of speech. Secondly, a listening test has been
performed with a subset of utterances. The relationship between both
objective and subjective evaluations is analyzed and the obtained con-
clusions can be useful to improve the following steps related to expressive
speech synthesis.

1 Introduction

There is a growing tendency toward the use of speech in human-machine inter-
action by incorporating automatic speech recognition and speech synthesis. The
recognition of emotional states or the synthesis of emotional speech can improve
the communication by doing it more natural [1]. Therefore, one of the most im-
portant challenges in the study of the expressive speech is the development of
oral corpora with authentic emotional content that enable robust analysis ac-
cording to the task for which they are developed. It is not the objective of the
present work to carry out an exhaustive summary of the available databases for
the study of emotional speech, since recently, complete studies have appeared
in the literature. In [2], a new compilation of 48 databases is presented show-
ing a notable increase of multimodal databases. In [3], the databases used in
14 experiments of automatic detection of the emotion are summarized. Finally,
in [4] a revision of 64 databases of emotional speech is done, providing a basic
description of each one and its application.

Section 2 introduces different aspects about expressive speech. Section 3 ex-
plains the production of our corpus. Section 4 details the process of the objective
validation carried out using techniques of automatic emotion identification. Sec-
tion 5 concerns subjective evaluation by means of a listening test, and finally,
the conclusions are presented in Section 6.
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2 Building Emotional Speech Corpora

According to [5], four aspects have to be considered for building emotional speech
corpora: i) the scope (number, genre and age of speakers, language, dialects,
and emotional states); ii) the context where an utterance takes place (emotional
significance related to semantics, prosody, facial expression and gestures); iii) the
descriptors that represent the linguistic, emotional and acoustic content of the
speech; and iv) the naturalness, which will depend on the strategy followed
to obtain the emotional speech. With respect to the latter, the main debate is
centered on the compromise between authenticity and audio quality. Campbell
[1] and Schröder [6] propose 4 emotional speech sources:

Natural occurrences. Human interaction presents the most natural emotional
speech but there are some drawbacks: lack of control on its content, poor sound
quality, difficulty of labeling, and legal or ethical aspects (e.g. The Reading-Leeds,
The Belfast Naturalistic and The CREST databases [5]).

Elicitation. The provocation of authentic emotions in people in the laboratory
is a way of compensating some of the problems described previously, although
the fullblown emotions would remain out of place [1].

Stimulated emotional speech. This method consists of the reading of texts
with a verbal content adapted for the emotion to be expressed. The difficulty
of comparing utterances with different texts should be counteracted with an
increase of the corpus size so that statistical methods allow to generalize models
[1] (e.g. the Belfast Structured Emotion Database [5]).

Acted emotional speech. The great advantage of this method is the control
of the verbal and phonetic content of speech since all the emotional states are
produced using the same sentences, allowing direct comparisons between them.
The great objection is the lack of authenticity of the expressed emotion [1].

Another important aspect to keep in mind is the purpose of the speech and
emotion research. It is necessary to distinguish between processes of perception
(centered on the speaker) and expression (centered on the listener) [6]. The ob-
jective of the former is to establish the relation between the speaker emotional
state and quantifiable parameters of speech. Usually, they deal with the recogni-
tion of emotions from the speech signal. According to [3], one of the challenges
is the identification of oral indicators (prosodic, spectral and vocal quality) at-
tributable to the emotional behavior and that are not simply own characteristics
of conversational speech. The latter model the parameters of the speech with the
goal to transmit a certain emotional state. The description of emotional states
and the choice of speech parameters are key in the final result. There is a high
consensus in the scientific community for obtaining emotional speech by means
of stimulated/acted speech for synthesis purposes [2,5], although other authors
argue in favor of constructing an enormous corpus gathered from recordings of
the daily life of a number of voluntary speakers [7].
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This work combines methods of both types of studies. On the one hand, the
production of the corpus follows the guidelines of the studies centered on the
listener since it is oriented to speech synthesis. On the other hand, we apply
techniques of emotion recognition in order to validate its expressive content.

3 Our Expressive Speech Corpus

We considered the development of a new expressive oral corpus for Spanish due
to lack of availability of a corpus with the suitable characteristics within the
framework of our research in expressive speech synthesis. This corpus had a
twofold purpose: to learn the acoustic models of emotional speech and to be
used as the speech unit database for the synthesizer. This section describes the
steps followed in the production of the corpus.

For the recording, a female professional speaker was chosen to read texts
from different categories with the suitable style (stimulated/acted speech). For
the design of texts semantically related to different expressive styles, an exist-
ing textual database of advertisements was used. Based on a study of the voice
in the audio-visual publicity [8], five categories of the text corpus were chosen
and the most suitable emotion/style was assigned to each one: new technologies
(neutral-mature), education (joy-elation), cosmetic (style sensual-sweet), auto-
mobiles (aggressive-hard) and trips (sad-melancholic).

A set of phrases was selected from each category by means of a greedy al-
gorithm [9] allowing phonetic balance for each style. This type of algorithms
take the locally optimum choice at each stage with the hope to find an ade-
quate global solution. Therefore, the application of this algorithm to the raised
problem will obtain a valid solution, although may be not the optimum one. In
addition, sentences that contain exceptions (e.g. foreign words, abbreviations)
were avoided to make easy the automatic phonetic transcription and labeling.

The recording of the oral corpus was carried out in a professional recording
studio. Speech signals were sampled at 48 KHz and quantized using 24 bits
per sample and stored in WAV files. A forced time alignment using Hidden
Markov Models from the phonetic transcription was conducted for the corpus
segmentation in phrases, and later, there was a manual review. The result of
this alignment also was used to segment the phrases in phonemes. The recorded
database has 4638 sentences and it is 5 h 12 min long.

4 Objective Validation

The goal of this experiment was to validate the expressiveness of the corpus by
means of automatic emotion identification using different data mining techniques
applied to statistical features computed from prosodic parameters of speech. An
exhaustive subjective evaluation of the full corpus (more than 5 hours of speech)
would be unfeasible.
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4.1 Acoustic Analysis

Prosodic features of speech (fundamental frequency, energy, duration of phones
and frequency of pauses) are related to vocal expression of emotion [10]. In
this work, an automatic acoustic analysis of the utterances is performed using
information from the previous phonetic segmentation.

F0 related parameters. The analysis of the fundamental frequency (F0) is
based on the result of the pitch marker described in [11]. This system assigns
marks over the whole signal. The unvoiced segments and silences are marked
using interpolated values from the neighboring voiced segments. For each phrase,
three sequences of local F0 values are computed (complete, excluding silences
and unvoiced sounds, and only the stressed vowels). The information about the
boundaries of voiced/unvoiced (V/UV) segments and silences is obtained from
the corpus labeling. Notice that if the phonetic segmentation was not available,
an automatic voice-activity detector (VAD) and a V/UV detector would be
required [12]. Moreover, F0 is calculated in linear and logarithmic scales.

Energy related parameters. For energy, speech is processed with 20-ms rect-
angular windows and 50% of overlap, calculating the energy (linear and dBs)
every 10ms. Following the same idea that for F0, three sequences per utterance
are generated (complete, excluding silences, and only in the stressed vowels).

Rhythm related parameters. The duration of phones is an important cue
for vocal expression of emotion. However, some studies omit this parameter
due to the difficulty to obtain it automatically [12]. In the present work we
have incorporated this information to generate datasets with and without this
information in order to contrast its relevance. Usually, z-score has been employed
for duration modeling in text-to-speech synthesis to predict individual segment
duration and to control the speed of the delivery. Therefore, we incorporate
rhythm information using the z-score duration of each phoneme as a means to
analyze the temporal structure of the speech [13]. Also, a sequence with only
the values for the stressed vowels is computed. Moreover, two pausing related
parameters are added for each utterance: the frequency and duration of pauses.

4.2 Statistical Analysis and Datasets

The prosody of an utterance is represented by 5 sequences of values by phoneme:
F0 (linear and logarithmic), energy (linear and dB) and normalized durations (z-
score). For each sequence, the first and the second derivative are calculated. For
all these sequences, the following statistics are obtained: mean, variance, maxi-
mum, minimum, range, skew, kurtosis, quartiles, and interquartilic range. As a
result, 464 parameters by utterance are calculated, considering both parameters
related to the pausing.

This set of parameters was divided into different subsets according to different
strategies to reduce the dimensionality (see figure 1). The first criterion was
to omit the second derivative (from Data1 to Data2) in order to assess the
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Fig. 1. Generation of different datasets

Table 1. Learning Algorithms used for the automatic recognition experiment

Name Description mean(95%CI) max(Data)
J48 Decision tree based on C4.5 93.4 ± 2.0 96.4 (2G)
B.J48 Adaboosted version of J48 96.4 ± 1.4 98.3 (1L)
Part Decision Rules (PART) 94.2 ± 2.0 96.9 (2L)
B.Part Adaboosted version of PART 96.7 ± 1.3 98.4 (1G)
DT Decision Table 88.7 ± 2.6 92.3 (1L)
B.T Adaboosted version of D. T. 93.4 ± 1.6 96.1 (1L)
IB1 Instance-based (1 solution) 93.3 ± 2.8 97.5 (2G)
IBk Instance-based (k solutions) 94.0 ± 2.3 97.9 (2G)
NB Naive Bayes with discretization 94.6 ± 1.9 97.8 (1L)
SMO1 SVM with 2nd degree pol. Kernel 97.3 ± 1.2 99.0 (1G)
SMO2 SVM with 3rd degree pol. Kernel 97.1 ± 1.5 98.9 (1G)

significance of this function. Secondly, two new datasets were generated without
the linear versions of both F0 and energy due to preliminary experiments showed
better results for the logarithmic versions. Also, both Data1L and Data2L were
divided in two new sets considering all the phonemes or only the stressed vowels.
Moreover, an automatic reduction of both initial datasets was carried out by
means of the simple genetic algorithm (GA) implemented in Weka [14] (Data1G
and Data2G). Finally, two similar datasets to [12] were generated to test the
significance of omitting the timing parameters (Data1N and Data1NG).

4.3 Experiments and Results

Numerous schemes of automatic learning can be used in a task such as classifying
the emotion from the speech analysis. The objective evaluation of expressiveness
in our speech corpus is based on [15], where a large-scale data mining experi-
ment about the automatic recognition of basic emotions in short utterances was
conducted. After different preliminary experiments, the set of machine learning
algorithms shown in table 1 was selected in order to be tested with the differ-
ent datasets. Some algorithms were completed with their boosted versions that
achieve better results although they present a greater computational cost. All
the experiments were carried out using Weka software [14] by means of ten-
fold cross-validation. Both tried versions of SMO (Support Vector Machine of
Weka) obtain the best results so much on average as in maximum value (see
table 1). SMO algorithms achieve the highest results with Data1G, showing
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Fig. 2. Identification percentage for the ten tested datasets

that the dimensionality reduction based in GA helps to these systems, although
differences with Data1L and Data1LC are minimum. However, other algorithms
(i.e. J48, IB1 and IBk) work better with datasets generated by two consecu-
tive reductions (without 2nd derivative and latter GA reduction). And finally,
we can observe that there is a third group of algorithms that work better if
the linear/logarithmic redundancy of F0 and energy is removed. Also we can
observe that the boosted versions improve significantly the results respect to
their corresponding algorithms. Figure 2 shows a comparison between different
datasets depending on the algorithm. Notice that Data1LC obtains almost the
same results than Data1G and Data1L, but with less than the half of param-
eters. The same effect is presented in the datasets without the 2nd derivative.
Results experiment a slight loss when timing parameters are removed (Data1N
and Data 1NG). However, results worsen significantly when parameters are cal-
culated only in the stressed vowels (Data1LS and Data2LS). Table 2 shows the
confusion matrix with the average results for the eleven classifiers with Data2G,
that has achieved the best mean percentage of identification (97.02 % ± 1.23).

5 Subjective Evaluation

Subjective evaluation allows to validate the expressiveness of acted speech from
the user viewpoint. An exhaustive evaluation of corpus would be excessively
tedious (the corpus has 4638 utterances). For each style, 96 utterances were
chosen, having done a total of 480. This test set was divided in 4 subsets, having
120 utterances each one. An ordered pair of subsets was assigned to each subject.
Therefore, 12 different tests were generated. The allocation of ordered pairs tries
to compensate the fact that the second test could be easier to evaluate due to
the previous training.
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Table 2. Average confusion matrix for
the automatic identification (Data2G)

Agr Hap Sad Neu Sen
AGR 99.1% 0.8% 0.1% 0.0% 0.0%
HAP 1.6% 97.1% 0.0% 1.2% 0.2%
SAD 0.2% 0.1% 99.3% 0.4% 0.1%
NEU 0.2% 0.9% 0.4% 93.9% 4.5%
SEN 0.0% 0.1% 0.2% 4.9% 94.8%

Table 3. Average confusion matrix for the
subjective test

Agr Hap Sad Neu Sen Dk/A
AGR 82.7% 14.2% 0.1% 1.8% 0.1% 1.1%
HAP 15.6% 81.0% 0.1% 1.9% 0.2% 1.2%
SAD 0.0% 0.0% 98.8% 0.5% 0.6% 0.1%
NEU 5.3% 1.3% 0.7% 86.4% 3.6% 2.7%
SEN 0.0% 0.1% 5.7% 4.7% 86.8% 2.6%

A forced answer test was designed with the question ¿What emotional state do
you recognize from the voice of the speaker in this phrase?. The possible answers
were the 5 styles of the corpus plus one more option Don’t know / Another,
with the objective of avoid insecure answers for the confusing cases. Adding this
option has the risk that some evaluators use excessively this answer to accelerate
the end of the test [12]. However, this effect was not considerable in this test. The
listening test was carried out on a web platform developed for this type of tests,
that permits to leave the test and to resume it subsequently. The evaluators
belong mainly to the staff of Enginyeria i Arquitectura La Salle with a quite
heterogeneous profile. Only the results of the 26 volunteers who finished the two
tests have been reported.

The results of the subjective test show that all the styles achieve a high
percentage of identification. The figure 3 shows the percentage of identification
by style and test, being the sad style the best rated (98.8% of average), followed
by sensual (86.8%) and neutral (86.4%) styles, and finally the aggressive (82.7%)
and happy (81%) ones.

The confusion matrix (table 3), shows that the main errors are in the aggres-
sive style (14.2% identified as happy) and the happy one (15.6% identified as
aggressive). Moreover, neutral style is confused slightly with all and there is cer-
tain confusion of sensual with sad (5.7%). If we compare these results with the
confusion matrix for the best average rated dataset (table 2), we can conclude
that the algorithms confuse mainly sensual with neutral, however subjects show
confusions between happy and aggressive. This difference is due to the lack of
voice quality parameters because sadness and neutral have similar prosody, but
sensual voice is most whispered than neutral, a difference which is clearly noticed
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by the subjects. Also, the influence of order has been studied. In average, the
second round obtains better results than the first, especially for neutral, sensual,
and aggressive styles (see figure 4).

6 Conclusion and Future Work

In this paper, the production of an oral corpus oriented to expressive speech syn-
thesis has been presented. We performed subjective (listening test) and objective
(automatic emotion identification) evaluation in order to validate its expressive
content showing good results. The advantage of the automatic experiments is
that they are performed over the whole corpus, while the listening test comprises
a subset of utterances.

In future, we will introduce voice quality parameterization in addition to
prosody to minimize the confusion between sensual and neutral styles. More-
over, this work should serve to analyze the bad classified utterances in or-
der to eliminate them and to improve the latter modeling and synthesis
processes.
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Abstract. This paper compares the identification rates of a speaker recognition 
system using several parameterizations, with special emphasis on the residual 
signal obtained from linear and nonlinear predictive analysis. It is found that the 
residual signal is still useful even when using a high dimensional linear predic-
tive analysis. On the other hand, it is shown that the residual signal of a nonlin-
ear analysis contains less useful information, even for a prediction order of 10, 
than the linear residual signal. This shows the inability of the linear models to 
cope with nonlinear dependences present in speech signals, which are useful for 
recognition purposes. 

1   Introduction 

Several parameterization techniques exist for speech [17] and speaker [15] recogni-
tion, cepstral analysis and its related parameterizations such as Delta-Cepstral fea-
tures, Cepstral Mean Subtraction, etc. being the most popular. There are two main 
ways to compute the cepstral coefficients and one important drawback in both cases: 
relevant information is discarded, as follows: 

1. LP-derived cepstral coefficients. The linear prediction analysis produces two 
main components, the prediction coefficients (synthesis filter) and the residue of 
the predictive analysis. This latter signal is usually discarded. However, experi-
ments exist [9] where it is shown that human beings are able to recognize the 
identity of the speaker listening to residual signals of LP analysis. Based on this 
fact several authors have evaluated the usefulness of the LPC-residue and have 
found that although the identification rates using this kind of information alone 
does not perform as well as the LP-derived cepstral coefficients, a combination of 
both can improve the results [20,12,14,22,11]. 

2. Fourier Transform derived cepstral coefficients. Instead of working out a set of 
Linear prediction coefficients, are based on the power spectrum information, 
where phase information has been discarded. [19] proposed the use of new acous-
tic features based on the short-term Fourier phase spectrum. The results are  
similar to the LP-derived cepstral coefficients. Although these (phase spectrum) 
features cannot outperform the classical cepstral parameterization, the results are 
improved using a combination of both features. 

In this paper we will focus on the first kind of parameterization, because they are a 
clear alternative to the nonlinear predictive models, which have shown an improvement 
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over the classical linear techniques in several fields (for a recent overview about these 
techniques [7]). 

In [4,6] we proposed a new set of features and models based on these types of 
nonlinear models and an improvement was also found when this information was com-
bined with the traditional cepstral analysis, but so far, the relevance of the residual sig-
nals from linear and nonlinear predictive analysis has not been studied and compared. 

In this paper we will study if the relevance of the residual signal is due to an insuf-
ficient linear predictive analysis order or because of the incapability of the linear 
analysis to model nonlinearities present in speech and demonstrate is usefulness for 
speaker recognition purposes. This important question has not been solved in previous 
papers that focus on a typical 8 to 16 prediction order. 

2   Experiment Setup 

2.1   Database 

For our experiments we have used the Gaudi database [16]. We have used one sub-
corpora of 49 speakers acquired with a simultaneous stereo recording with two differ-
ent microphones. The speech is in wav format with a sampling frequency (fs) = 16 
kHz, 16 bit/sample and the bandwidth is 8 kHz. From this database we have generated 
narrow-band signals using the potsband routine that can be downloaded from [21]. 
This function meets the specifications of G.151 for any sampling frequency. Thus, our 
study has been performed on telephone bandwidth. 

2.2   Identification Algorithm 

In this study, we are only interested in the relative performance between linear and 
nonlinear analyses. Thus, we have chosen a simple algorithm for speaker recognition. 

In the training phase, we compute, for each speaker, empirical covariance matrices 
based on feature vectors extracted from overlapped short time segments of the speech 
signals. As features representing short time spectra we use both linear prediction cep-
stral coefficients (LPCC) and mel-frequency cepstral coefficients melceps [3]. In the 
speaker-recognition system, the trained covariance matrices for each speaker are 
compared with an estimate of the covariance matrix obtained from a test sequence 
from a speaker. An arithmetic-harmonic sphericity measure is used in order to com-
pare the matrices [1]: ( ) ( )1 1log tr( ) tr( ) 2logtest j j testd C C C C l− −= − , where )tr(⋅ denotes the 

trace operator, l is the dimension of the feature vector, Ctest and Cj is the covariance 
estimate from the test speaker and speaker model j, respectively. 

2.3   Parameterizations 

We have used the following parameterizations 

1. LP-derived cepstral coefficients (LPCC) 
2. Fourier transform derived cepstral coefficients (melceps) 
3. LP- residue coefficients 

The first two first parameterizations can be found, for instance, in [17,15,3], while 
the third is proposed in [11] and will be described in more detail next. 
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Feature extraction from the LP-residual signal 
We will use the Power Difference of Spectrum in Subband (PDSS) obtained as  

follows [11]: 

1. Calculate the LP-residual signal using the Pth-order linear prediction coefficients. 
2. Calculate the Fast Fourier Transform (fft) of the LP-residual signal using zero 

padding in order to increase the frequency resolution: ( ) 2
S fft residue=  

3. Group power spectrum into P subbands. 
4. Calculate the ratio of the geometric to the arithmetic mean of the power spectrum 

in the ith subband, and subtract it from 1: 
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Li, Hi is the lower and upper limit of frequency in ith subband respectively. We 
have used the same bandwidth for all the bands. 
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Fig. 1. LP residual signal parameterization 

PDSS can be interpreted as the subband version of spectral flatness measure for 
quantifying the flatness of the signal spectrum. Figure 1 summarizes the procedure. 

3   New Possibilities Using Non-linear Predictive Analysis 

Although the relevance of residual NL-predictive analysis for speaker recognition has 
not been studied previously, nonlinear predictive analysis has been widely studied in 
the context of speech coding. For instance, [5] revealed that a forward ADPCM 
scheme with nonlinear prediction can achieve the same Segmental Signal to Noise 
Ratio (SEGSNR) as the equivalent linear predictive system (same prediction order) 
with one less quantization bit. We propose an analogous scheme replacing the linear 
predictor with a nonlinear predictor. Figure 2 shows the scheme. 

We have used a Multi-Layer Perceptron (MLP). The structure of the neural net has 
10 inputs, 2 neurons in the hidden layer, and one output. The selected training algorithm 
was the Levenberg-Marquardt [10]. The number of epochs has been set up to 6. First 
layer and hidden layer transfer functions are tansig, while the output layer is linear. 
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Fig. 2. Block diagram used to calculate PDSS parameters from NL-prediction residual signal 

4   Experimental Results 

Obviously one important question when dealing with residual LP signals is: Is the in-
formation contained in this residual signal coming from an insufficient predictive 
analysis order? That is, what happens when the prediction analysis order is so high 
that it is not possible to extract more relevant information using a linear analysis? 

The experimental approach used to solve this question is to use a number of LP 
coefficients higher than usual. Two possible results can be obtained: 

1. When the analysis order is increased, the discriminative power of the residual 
signal is reduced to simple chance results. This means that there is potential for 
speaker recognition rate improvements through extraction of the LP coefficients 
in a more efficient manner, probably by increasing the number of coefficients. 

2. When the analysis order is increased, the residual signal still contains useful in-
formation. This means that a linear analysis is unable to extract this information, 
and there is room for improvement combining parameterizations defined on the 
LP coefficients and the residual signal. In order to obtain the optimal results, both 
signals should be extracted and optimized jointly. 
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Fig. 3. Identification for several parameterization algorithms 
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Figure 3 shows the results obtained with the following parameterizations: Melcep-
strum, LPC –P residue, LPCC, LPC-80 residue, MLP 10x2x1 and several combina-
tions between them.LPC-P residue is the parameterization obtained from the residual 
P-analysis order. It is interesting to observe the following: 

 The residual signal of an LPC-80 analysis can produce a recognition rate higher 
than 80% for a 15 dimensional vector extraction. Thus, it was found that the re-
sidual signal of a LP analysis contains relevant information, and this is due to the 
inability to extract this information using a linear analysis (80th order analysis is 
enough to model short term and long term dependencies between samples, but if 
the analysis is linear, it is limited to linear dependencies). 

 The residual signal of a nonlinear predictive analysis, as expected, produces the 
lower recognition rates, because the relevant information has been retained in the 
predictor coefficients. However, a maximum of 70% recognition rate is possible. 

4.1   Opinion Fusion 

One way to improve the results is by means of a combination of different classifiers 
opinion [13]. In our case, we will use the same classifier scheme, but different param-
eterizations. In order to study the complementarity of the parameterizations studied, 
we have computed the correlation coefficient and scatter diagrams.  

Table 1 shows the correlation coefficients between distances of several parameteri-
zations. The higher the correlation, the smaller the complementarity of both measures. 
Figure 2 shows a scatter diagram, which represents points on a two-dimensional 
space. The coordinates correspond to the obtained distance measures, which corre-
spond to each parameterization (one in each axis). Looking at the diagram we observe 
that the points diverge from a strip. Thus, they have complementary information and 
can be combined in order to improve the results. 

Table 1. Correlation coefficients between obtained distance values for P=20 

 LPCC Mel-ceps LP-20 resid LP-80 resid MLP 10x2x1 
LPCC  0,79 0,68 0,52 0,55 
melceps 0,79  0,69 0,56 0,62 
LP-20 resid 0,68 0,69  0,78 0,64 
LP-80 resid 0,52 0,56 0,78  0,60 
MLP 10x2x1 0,55 0,62 0,64 0,60  

When combining different measures, special care must be taken for the range of 
the values. If they are not commensurate, some kind of normalization must be ap-

plied. We have tested the following, based on a sigmoid function [18], 
1

1 ii k
o
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+
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− −
= , [ ]0,1io ′ ∈ , and oi is the initial opinion of the ith classifier. 

,i im σ  are the mean and standard deviation of the opinions of the i classifier, obtained 

with data from the authentic speakers (intra-model distances). 
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Table 2. Identification rates (combinations with sum rule) 

            P 
Param. 

5 10 15 20 25 30 40 

LPCC 46.9 90.6 93.5 97.1 98.0 98.8 94.7 
Melceps 65.7 89.8 92.7 95.5 93.5 91.8 87.4 
LP-P resid 44.1 75.9 84.1 78.4 82.0 78.8 77.1 
LP-80 resid 32.7 72.2 78.0 78.0 73.5 68.6 68.6 
MLP resid 20.0 65.3 70.2 66.1 65.3 62.9 53.5 
LPCC+LP-P 64.9 89.8 94.7 97.6 97.1 97.1 95.1 
LPCC+MLP 51.0 91.4 95.1 97.1 97.96 98.4 95.1 

 
We have limited the combinations to the outputs of two different classifiers, and 

the sum and product combination rules [13]. 
We have experimentally observed that slightly better results are obtained without 

normalization. Looking at figure 4 it can be seen that the distance values obtained 
with the residual signal parameterization have less amplitude (about 2 to 3 times). 
Thus, if the normalization is not done, it is equivalent to a weighted combination 
where the LPCC distances have more influence over the combined result than the re-
sidual signal. 

Figure 3 and table 2 summarize the identification rates for several vector dimen-
sions (P) and different combined parameters. 

 

 

Fig. 4. Scatter diagram of distances for observing the correlation between parameters 
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Fig. 5. Discrimination measure for several feature extractors 
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feature extractors 

We have experimentally observed that slightly better results are obtained without 
normalization. Looking at figure 4 it can be seen that the distance values obtained 
with the residual signal parameterization have less amplitude (about 2 to 3 times). 
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Thus, if the normalization is not done, it is equivalent to a weighted combination 
where the LPCC distances have more influence over the combined result than the re-
sidual signal. 

Figure 3 and table 2 summarize the identification rates for several vector dimen-
sions (P) and different combined parameters. Figure 5 shows a discrimination capa-

bility measure based on the ratio 1 2

2 2
1 2

m m

σ σ

−

−
 for several feature extractors. The higher 

this ratio is, the better the recognition rates are. Figure 6 shows the mean (solid line) 
and standard deviation (vertical bar) for several feature extractors and vector dimen-
sions. For a good biometric recognition, we are looking for no overlap between intra 
and interdistances, and as much separation as possible. We can see that there is much 
more overlap for nonlinear residual signal than for the linear one. Thus, nonlinear re-
sidual signal has lesser potential for speaker recognition. 

5   Conclusions 

So far several papers have established that a combination between classical parame-
ters (LPCC, melceps) with some kind of parameterization computed over the residual 
analysis signal can yield improvements in recognition rates. In our experiments we 
have found that this is only true when the analysis order ranges from 8 to 16. These 
values have been selected mainly because a spectral envelope can be sufficiently fit-
ted with this amount of data, so there was no reason to increase the number of pa-
rameters. Although we consider that this is true for speech analysis, synthesis and 
coding, it is interesting to observe that the parameterization step for a speaker recog-
nition system is twofold: 

1. We make a dimensionality reduction, so it is easier to compute models, distances 
between vectors, etc. 

2. We make a transformation from one space to another one. In this new domain, it 
can be easier to discriminate between speakers, and some parameterizations are 
better than others. 

Thus, we are not looking for good quality representation of the speech signal (or a 
compromise between good representation with the smallest number of parameters). 
We are just looking for good discrimination capability. 

In our experiments we have found that for parameter vectors of high order, al-
though the residual signal has a significant discriminative power among speakers, this 
signal seems to be redundant with LPCC or melceps, and it is not useful. 

If instead of using the residual signal of a linear analysis a nonlinear analysis is 
used, both combined signals are more uncorrelated and although the discriminative 
power of the NL residual signal is lower, the combined scheme outperforms the linear 
one for several analysis orders. 

The results show that there is just a marginal improvement on the results when in-
creasing the number of parameters (the identification rate plot saturates), but the  
residual signal is whiter when increasing the prediction order, especially for the 
nonlinear analysis. This is a promising result, because although a good parameteriza-
tion based on nonlinear analysis has not yet been established, this paper reveals that 
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the NL analysis can extract more relevant information with the same prediction order 
as a linear analysis. Thus, it opens a new way for investigation that has started to pro-
vide successful results [2] and is a promising approach for improving biometric sys-
tems [23,8]. We think that the flow chart in order to evaluate the relevance of residual 
signals is the one depicted in figure 7. It is not enough to achieve a reasonable recog-
nition rate. We must check that this information is complementary to the classical 
one. Otherwise, it is worthless because it cannot help to improve recognition rates. It 
is fundamental to take into account the second question. 

Is possible to obtain “good 
recognition rates” 

Using the residual signal? 

NO YES

unuseful 
Is it reduntant , or it can 

be combined in 
order to obtain an 

improvement?NO 

unuseful 

YES

useful 
 

Fig. 7. Flow chart of deciding if a residual signal is suitable for improving speaker recognition 
rates 
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Université Pierre et Marie Curie-Paris6, FRE2507
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Abstract. Speaker recognition systems usually need a feature extrac-
tion stage which aims at obtaining the best signal representation. State
of the art speaker verification systems are based on cepstral features like
MFCC, LFCC or LPCC. In this article, we propose a feature extraction
system based on the combination of three feature extractors adapted to
the speaker verification task. A genetic algorithm is used to optimise the
features complementarity. This optimisation consists in designing a set
of three non linear scaled filter banks. Experiments are carried out us-
ing a state of the art speaker verification system. Results show that the
proposed method improves significantly the system performances on the
2005 Nist SRE Database. Furthermore, the obtained feature extractors
show the importance of some specific spectral information for speaker
verification.

1 Introduction

Speech feature extraction plays a major role in speaker verification systems.
State of the art speaker verification systems front end are based on the estima-
tion of the spectral envelope of the short term signal, e.g., Mel-scale Filterbank
Cepstrum Coefficients (MFCCs), Linear-scale Filter bank Cepstrum Coefficients
(LFCCs), or Linear Predictive Cepstrum Coefficients (LPCCs). Even if these ex-
traction methods achieve good performances on speaker verification, they do not
take into account specific information about the task to achieve. To avoid this
draw back, several approaches have been proposed to optimize the feature ex-
tractor to a specific task. These methods consist to simultaneously learn the
parameters of both the feature extractor and the classifier [1]. This procedure
consists in the optimisation of a criterion, which can be the Maximisation of the
Mutual Information (MMI) [2] or the Minimisation of the Classification Error
(MCE) [3]. In this paper we propose to use a genetic algorithm for the design of
feature extraction system adapted to the speaker verification task.

Genetic algorithms (GA) were first proposed by Holland in 1975 [4] and be-
came widely used in various domains as a new mean of complex systems op-
timization. Recently their have been successfully applied to speech processing.
Chin-Teng Lin and al. [5] proposed to apply a GA to the feature transformation
problem for speech recognition and M. Zamalloa and al. [6] worked on a GA

M. Chetouani et al. (Eds.): NOLISP 2007, LNAI 4885, pp. 105–113, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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Fig. 1. Feature extraction optimisation

based feature selection algorithm for speaker recognition. The most attractive
quality of GAs is certainly their aptitude to avoid local minima. However, our
study relies on another quality which is the fact that GAs are unsupervised
optimisation methods. So they can be used as an exploration tool, free to find
the best solution without any constraint. In a previous work [7] we used this
approach to show the importance of specific spectral information for the speaker
diarization task.

State of the art speaker verification systems are based on a cepstral feature
extraction front end (LFCC, MFCC, LPCC) follow by a GMM [8] or an hy-
brid GMM/SVM classifier [9]. Nowadays, an alternative an increasingly used
approach consists in fusing different systems. This technique can be divided in
two main categories depending on the source of this difference. The systems
based on a classifier’s variety [10] and the systems based on different features.
Our study deals with the second principle. We can quote the work of M. Zhiyou
and al. [11] which consist of combining the LFCC and MFCC features, or the
study of Poh Hoon Thian & al. [12] who proposed to complete the LFCC’s with
spectral centroids sub-bands features.

In this paper we proposed to fuse three systems based on different feature ex-
tractors. A genetic algorithm is used to optimise the feature extractor’s comple-
mentarity. Figure 1 describes this approach. In the second section, a description
of the feature extraction method is given. Afterwards, we describe the genetic
algorithm we used, followed by its application to complementary feature extrac-
tion. Then, the experiments we made and the obtained results are presented.

2 Filter Bank Based Feature Extractors

The conventional MFCC and LFCC feature extractor process mainly consists of
modifying the short-term spectrum by a filter bank. This process has four steps:

– Compute the power spectrum of the analysed frame;
– Sum the power spectrum for each triangular filter of the bank;
– Apply the log operator to the obtained coefficients;
– Compute the Discrete Cosine Transform (DCT).



Multi Filter Bank Approach for Speaker Verification 107

Fig. 2. Linear scaled filter bank

Fig. 2. presents the linear scaled filter bank used for the LFCC’s computation.
This feature extractor is known to be the most robust for telephone signals
representation. The purpose of our study is to find a set of three cepstrum based
feature extractors design for high level fusion. To this end, we propose to use a
genetic algorithm to optimise, the number of filters on the bank, the scaled of
the filter bank and the number of cepstral output coefficients.

3 Genetic Algorithm

A genetic algorithm is an optimisation method. Its aim is to find the best values
of the system’s parameters in order to maximise its performance. The basic idea
is that of ”natural selection”, i.e. the principle of ”the survival of the fittest”.
A GA operates on a population of systems. In our application, each individual
of the population is a feature extractor defined by its genes. Genes consists in a
condensed an adapted representation of the feature extractor’s parameters.

3.1 Gene Encoding

Parameter’s encoding plays a major role in genetic algorithms. By an adapted pa-
rameter representation, this method can strongly increase the speed convergence
of the algorithm. Moreover it reduces the over fitting effect by reducing the pa-
rameters dimension. The parameters we chose to optimise are the followin ones:

– Nf : Number of filters in the bank;
– Nc: Number of cepstral coefficients;
– Ci: Center frequency of the ith filter in the bank;
– Bi: Band width of the ith filter in the bank.

Parameters C and B are encoded with two polynomial functions described
by the equations (1) and (2). This encoding method reduces the parameter’s
dimension from 50 to 12 (average case) and guaranties the filter bank’s regularity.
The parameter Nf and Nc are not encoded and will be directly muted.

Ci = gc0 + gc1 · i

Nf
+ gc2 · (

i

Nf
)2 + ... + gcN · ( i

Nf
)N (1)

Bi = gb0 + gb1 · i

Nf
+ gb2 · ( i

Nf
)2 + ... + gbN · ( i

Nf
)N (2)
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Fig. 3. Genetic algorithm

Where {gc0,...,gcN} and {gb0,...,gbN} are the genes relative to the parameters
{C0,...,CNf} and {B0,...,BNf}; N is the polynomial order; Nf represents the
number of filter.

3.2 Genetic Algorithm Description

The algorithmwe used is made of four operators:Mutation,Decoding, Evaluation
and Selection (M, D, E, S). These operators are applied to the current population
p(t) to produce a new generation p(t + 1) by the relation:

p(t + 1) = S ◦ E ◦ D ◦ M(p(t)) (3)

Fig. 3. represents this algorithm. The first step consists on a random ini-
tialisation of the feature extractor’s genes. Then, the operators are iteratively
applied.

The Mutation operator consists in a short random variation of the genes.
The Decoding operator aims at decoding the genes to obtain the operational

feature extractor’s parameters.
The Evaluation operator’s goal is to evaluate each feature extractor perfor-

mances. The evaluation criterion we used is defined on the next section.
The Selection operator selects the Ns better feature extractors of the current

population. These individuals are then cloned according to the evaluation results
to produce the new generation p(t+1) of Np feature extractors. As a consequence
of this selection process, the average of the performance of the population tends
to increase and in our application adapted feature extractors tend to emerge.

3.3 Application to Complementary Feature Extraction

The objective is to obtain a set of three complementary feature extractors. The
main idea is to evolve three isolated populations of feature extractors and to
select the best combination. At each generation, the fusion is done for all combi-
nation of feature extractors and the resulting Equal Error Rate (EER) is memo-
rised. At the end of this process, the fitness of an individual is defined as the lower
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EER obtained (e.i. the EER corresponding to the best combination including
this feature extractor). As a consequence of this process, each population tends
to specialise on specific feature, complementary with the others.

4 Experiments and Results

4.1 Databases

The databases used are extracted from the 2005 Nist SRE corpus [13]. This
corpus is composed of conversational telephone speech signals passed through
different channels, (land-line, cordless or cellular) and sampled to 8 kHz. We
used 10 males and 10 females with one utterance of 2 min 30s per speaker for
the evolution phase. 30 males and 30 females for the cross validation base and
50 males and 50 females for the test. This three sets are speaker independent.

4.2 Speaker Verification System

All experiments we made are based on a state of the art GMM-UBM speaker
verification system. This system, called LIA SpkDet [14] was provided by the
University of Avignon, France. We used a system with 16 Gaussian per mixture,
with diagonal covariance matrix.

4.3 Genetic Algorithm Parameters

The genes {gc0,...,gcN} and {gb0,...,gbN} are initialised with a Gaussian nor-
malised random variable. The parameter Nf are initialised to 24, and Nc to 16.
The parameter we used for the feature extractor’s evolution are:

– Population size Np : 20;
– Number of selected individuals Ns : 5;
– Polynomial order for the genes encoding N : 5;
– Mutation method for the polynomials coefficients: Gaussian random varia-

tion of ± 0.1;
– Mutation method for Nf : uniform random variation of ± 5;
– Mutation method for Nc : uniform random variation of ± 3;

4.4 Minimisation of the over Fitting Effect

The over fitting effect is a common problem in machine learning. A formal defi-
nition was given by T. M. Mitchell [15]:

Given a hypothesis space H, a hypothesis h ∈ H is said to overfit the training
data if there exists some alternative hypothesis h’ ∈ H such that h has smaller
error than h’ over the training examples, but h’ has a smaller error than h over
the entire distribution of instances.
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To avoid this effect, several approaches were proposed for evoltionary compu-
tation such as cross validation (CV), early stopping (ES), complexity reduction
(CR), noise addition (NA) or random sampling technic (RST) [16], [17], [18].
In our application we used a combination of the cross validation and random
sampling technic.

RST consists of using a random selected subset of trainning data to evaluate
the individual performance. A new sub-set of data is used for each generation.
We selected a subset of 10 males and 10 females from a global train set of 30
speakers of each gender.

CV technic consists of evaluating the generalisation capacity of an individuals
by the use of unseen data. For each generation we evaluate and memorise the
perfomaces of the best individual of the population on a cross validation base.
The speakers involved on this set are independent of both the train and test set.
The algorithm is stopped when a stagnation of the performances is observed.
Then, the best individual of the best generation on the cross validation base is
evaluated on the test database.

4.5 Results

In this section, obtained feature extractors are presented and analysed. Fig. 4.b
presents the obtained filter banks. In order to interpret the obtained solution,
a statistical analysis of the fundamental frequency and formants was done on a
database composed of 20 males and 20 females. Fig. 4.a presents the probability
distributions of these measures. Table 1 details both the feature extractor’s char-
acteristics and the results obtained on the test base. The combination method
used is an arithmetic fusion, as illustrated by the Fig. 1. Table 2 presents the
correlation coefficients between the compared system and the EER obtained by
fusion. The correlation is based on the log-likelihood outputs of the compared
systems for the whole tests of the test database. A test consists to measure
the log-likelihood between a speaker model and test signal. The r correlation
coefficient is defined by:

r =
∑Nt

i=1(S1i − S̄1) · (S2i − S̄2)
√∑Nt

i=1 (S1i − S̄1)2 ·
√∑Nt

i=1 (S2i − S̄2)2
(4)

Where S1i represents the log-likelihood obtained by the system 1 on ith test; Nt
is the number of test.

The correlation coefficient, which takes value in [-1;1], is a measure of the
system’s decision similarity. In our application, the classifiers are identical. As
a consequence, this measure can be interpreted as the similarity between the
information provided by the feature extractors. A correlation of 1 means that
the information supplied by the feature extractors are equivalent (i.e. they lead
to the same decision). A correlation of 0 means that the information supplied
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are independent. Taking into account these different information, we can high
light some key points:

– Information relative to the fundamental frequencies is not used;
– C2 covers a large spectral zone and obtained results similar are to the LFCC

or MFCC feature extractors;
– C1 seems to focus exclusively on the first formant;
– C3 presents a high filter density centred on the first formant, while keeping

the whole spectre information;
– The decorrelation of the obtained systems is significant.
– The final combination of the three feature extractors improve the system

performance of 12% compare to the baseline system.

These results show that the proposed method is reliable. The correlation be-
tween the different systems and the improvement supplied by the fusion show
that the obtained feature extractors are complementary. This improvement
seems to be related to the information provided by the first formant.

(a) Formant and fundamental frequency distributions

(b) Obtained filter banks for C1 (top) C2 (midle) and C3 (bottom)

Fig. 4. Spectral analyse and obtained solutions
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Table 1. Comparative results

Feature extractor Nf Nc Freq. min (Hz) Freq. max (Hz) EER%

LFCC 24 16 300 3400 14.44
MFCC 24 16 300 3400 14.88

C1 23 15 360 1145 22.90
C2 25 20 266 3372 14.79
C3 19 19 156 3309 16.07

C1+C2+C3 - - - - - - - - 12.69

Table 2. Fusion analysis

Feature extractor Correlation EER obtained by fusion

C1+C2 0.51 13.21%
C2 + C3 0.83 13.45%
C1 + C3 0.64 15.39%

5 Conclusion

In this paper, we proposed to use a genetic algorithm in order to optimise a fea-
ture extraction system adapted to the speaker verification task. The proposed
system is based on a combination of three complementary feature extractors. Ob-
tained results show that the proposed method improves significantly the system
performance. Furthermore, the obtained feature extractors reveal the importance
of specific spectral information relatives to the first formant.

Our future work will consist in study the robustness of the obtained solutions
according to both the initial conditions and the corpus used for the evolution
phase.

References

1. Chetouani, M., Faundez-Zanuy, M., Gas, B., Zarader, J.L.: Non-linear Speech Fea-
ture Extraction for Phoneme Classification and Speaker Recognition. In: Chollet,
G., Esposito, A., Faúndez-Zanuy, M., Marinaro, M. (eds.) Nonlinear Speech Mod-
eling and Applications. LNCS (LNAI), vol. 3445, pp. 344–350. Springer, Heidelberg
(2005)

2. Torkkola, K.: Feature extraction by non parametric mutual information maximiza-
tion. The Journal of Machine Learning Research 3, 1415–1438 (2003)

3. Miyajima, C., Watanabe, H., Tokuda, K., Kitamura, T., Katagiri, S.: A new ap-
proach to designing a feature extractor in speaker identification based on discrim-
inative feature extraction. Speech Communication 35(3-4), 203–218 (2001)

4. Holland, J.H.: Adaptation in natural and artificial systems. University of Michigan
Press (1975)

5. Chin-Teng, L., Hsi-Wen, N., Jiing-Yuan, H.: Ga-based noisy speech recognition
using two-dimensional cepstrum. IEEE Transactions on Speech and Audio Pro-
cessing 8, 664–675 (2000)



Multi Filter Bank Approach for Speaker Verification 113

6. Zamalloa, M., Bordel, G., Rodriguez, J.L., Penagarikano, M.: Feature selection
based on genetic algorithms for speaker recognition. In: IEEE Odyssey, vol. 1, pp.
1–8 (2006)

7. Charbuillet, C., Gas, B., Chetouani, M., Zarader, J.L.: Filter bank design for
speaker diarization based on genetic algorithms. In: ICASSP 2006. IEEE Interna-
tional Conference on Acoustics, Speech, and Signal Processing, 2006. Proceedings,
vol. 1, pp. 673–676 (2006)

8. Reynolds, D., Rose, R.: Robust text-independent speaker identification using gaus-
sian mixture speaker models. IEEE Transactions on Speech and Audio Process-
ing 3(1), 72–83 (1995)

9. Fine, S., Navratil, J., Gopinath, R.: A hybrid gmm/svm approach to speaker iden-
tification. In: ICASSP 2001. 2001 IEEE International Conference on Acoustics,
Speech, and Signal Processing, 2001. Proceedings, vol. 1, pp. 417–420 (2001)

10. Farrell, K., Ramachandran, R., Mammone, R.: An analysis of data fusion methods
for speaker verification. In: ICASSP 1998. Proceedings of the 1998 IEEE Interna-
tional Conference on Acoustics, Speech, and Signal Processing, 1998, vol. 2, pp.
1129–1132 (1998)

11. Zhiyou, M., Yingchun, Y., Zhaohui, W.: Further feature extraction for speaker
recognition. IEEE International Conference on Systems, Man and Cybernetics 5,
4153–4158 (2003)

12. Poh Hoon Thian, N., Sanderson, C., Bengio, S., Zhang, D., Jain Anil, K.: Spec-
tral subband centroids as complementary features for speaker authentication. In:
Zhang, D., Jain, A.K. (eds.) ICBA 2004. LNCS, vol. 3072, pp. 631–639. Springer,
Heidelberg (2004)

13. 2005 Nist SRE web site, http://www.nist.gov/speech/tests/spk/2005/
14. Lia spkdet web site, http://www.lia.univ-avignon.fr/heberges/ALIZE/LIA RAL
15. Mitchell, T.: Machine learning. McGraw-Hill Higher Education (1997)
16. Paris, G., Robilliard, D., Fonlupt, C.: Exploring Overfitting in Genetic Program-

ming. In: Liardet, P., Collet, P., Fonlupt, C., Lutton, E., Schoenauer, M. (eds.) EA
2003. LNCS, vol. 2936, pp. 267–277. Springer, Heidelberg (2004)

17. Yi, L., Khoshgoftaar, T.: Reducing overfitting in genetic programming models for
software quality classification. In: Eighth IEEE International Symposium on High
Assurance Systems Engineering, 2004. Proceedings (2004)

18. Ross, B.: The effects of randomly sampled training data on program evolution. In:
GECCO, pp. 443–450 (2000)

http://www.nist.gov/speech/tests/spk/2005/
http://www.lia.univ-avignon.fr/heberges/ALIZE/LIA_RAL


Speaker Recognition Via Nonlinear Phonetic-

and Speaker-Discriminative Features

Lara Stoll1,2, Joe Frankel1,3, and Nikki Mirghafori1

1 International Computer Science Institute, Berkeley, CA, USA
2 University of California at Berkeley, CA, USA

3 Centre for Speech Technology Research, Edinburgh, UK
{lstoll,nikki}@icsi.berkeley.edu, joe@cstr.ed.ac.uk

Abstract. We use a multi-layer perceptron (MLP) to transform cepstral
features into features better suited for speaker recognition. Two types
of MLP output targets are considered: phones (Tandem/HATS-MLP)
and speakers (Speaker-MLP). In the former case, output activations are
used as features in a GMM speaker recognition system, while for the
latter, hidden activations are used as features in an SVM system. Using
a smaller set of MLP training speakers, chosen through clustering, yields
system performance similar to that of a Speaker-MLP trained with many
more speakers. For the NIST Speaker Recognition Evaluation 2004, both
Tandem/HATS-GMM and Speaker-SVM systems improve upon a basic
GMM baseline, but are unable to contribute in a score-level combination
with a state-of-the-art GMM system. It may be that the application
of normalizations and channel compensation techniques to the current
state-of-the-art GMM has reduced channel mismatch errors to the point
that contributions of the MLP systems are no longer additive.

1 Introduction

The speaker recognition task is that of deciding whether or not a (previously
unseen) test utterance belongs to a given target speaker, for whom there is only a
limited amount of training data available. The traditionally successful approach
to speaker recognition uses low-level cepstral features extracted from speech in a
Gaussian mixture model (GMM) system. Although cepstral features have proven
to be the most successful choice of low-level features for speech processing, dis-
criminatively trained features may be better suited to the speaker recognition
problem. We utilize multi-layer perceptrons (MLPs), which are trained to dis-
tinguish between either phones or speakers, as a means of performing a feature
transformation of acoustic features.

There are two types of previous work directly related to our research, both
involving the development of discriminative features. In the phonetically discrim-
inative case, the use of features generated by one or more MLPs trained to dis-
tinguish between phones has been shown to improve performance for automatic
speech recognition (ASR). At ICSI, Zhu and Chen, et al. developed what they
termed Tandem/HATS-MLP features, which incorporate longer term temporal
information through the use of MLPs whose outputs are phone posteriors [1,2].

M. Chetouani et al. (Eds.): NOLISP 2007, LNAI 4885, pp. 114–123, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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In the area of speaker recognition, Heck and Konig, et al. focused on extract-
ing speaker discriminative features from MFCCs using an MLP [3,4]. They used
the outputs from the middle layer of a 5-layer MLP, which was trained to dis-
criminate between speakers, as features in a GMM speaker recognition system.
The MLP features, when combined on the score-level with a cepstral GMM sys-
tem, yielded consistent improvement when the training data and testing data
were collected from mismatched telephone handsets [3]. A similar approach was
followed by Morris and Wu, et al.[5]. They found that speaker identification per-
formance improved as more speakers were used to train the MLP, up to a certain
limit [6].

In the phonetic space, we use the Tandem/HATS-MLP features in a GMM
speaker recognition system. The idea is that we can use the phonetic information
of a speaker in order to distinguish that speaker from others. More specifically,
a person’s speech contains more information than just vocal quality; the speech
also encapsulates variations on a phonetic level, in terms of the phonetic artic-
ulation tendencies of a speaker. Examples of speaker recognition systems that
successfully utilize the phonetic information of a speaker include the MLLR [7]
and phone n-gram [8] systems.

In the speaker space, we train 3-layer Speaker-MLPs of varying sizes to dis-
criminate between a set of speakers, and then use the hidden activations as
features for a support vector machine (SVM) speaker recognition system. The
intuition behind this method is that the hidden activations from the Speaker-
MLP represent a nonlinear mapping of the input cepstral features into a general
set of speaker patterns. Our Speaker-MLPs are on a larger scale than any pre-
vious work: we use more training speakers, training data, and input frames of
cepstral features, and larger networks.

To begin, Section 2 outlines the experimental setup. The results of our exper-
iments are reported in Section 3. Finally, we end with discussion and conclusions
in Section 4.

2 Experiments

2.1 Overall Setup

The basic setups of the Tandem/HATS-GMM and Speaker-SVM systems are
shown in Figures 1 and 2, respectively. Frames of perceptual linear prediction
(PLP) coefficients, as well as frames of critical band energies in the former case,
are the inputs to the MLPs. A log is applied to either the output or hidden
activations, and after either dimensionality reduction or calculation of mean,
standard deviation, histograms, and percentiles, the final features are used in a
speaker recognition system (GMM or SVM).

2.2 Baseline GMM Systems

We make use of two types of GMM baselines for purposes of comparison. The
first is a state-of-the-art GMM system, which was developed by our colleagues
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at SRI, and which we will refer to as SRI-GMM [9]. It utilizes 2048 Gaussians,
CMS, T-norm, H-norm, and channel mapping to improve its results. We use
this system for score-level combinations, in which the scores from SRI’s GMM
system are combined with the scores from our MLP features systems. For more
details, see Section 2.6.

The second system, on the other hand, is a very basic GMM system, with 256
Gaussians, and which includes only CMS, without any other normalizations.
This system, which we will refer to as Basic-GMM, is useful for the purpose of
feature-level combination (where we use MFCC features augmented with MLP
features as features in the GMM system), as well as for score-level combination.

2.3 Tandem/HATS-MLP Features

There are two components to the Tandem/HATS-MLP features, namely the
Tandem-MLP and the HATS-MLP. The Tandem-MLP is a single 3-layer MLP,
which takes as input 9 frames of PLPs (12th order plus energy) with deltas and
double-deltas, contains 20,800 units in its hidden layer, and has 46 outputs, cor-
responding to phone posteriors. The hidden layer applies the sigmoid function,
while the output uses softmax.

The HATS-MLP is actually two stages of MLPs that perform phonetic clas-
sification with long-term (500-1000 ms) information. The first stage MLPs take
as input 51 frames of log critical band energies (LCBE), with one MLP for each
of the 15 critical bands; each MLP has 60 hidden units (with sigmoid applied),
and the output layer has 46 units (with softmax) corresponding to phones. For
the HATS (Hidden Activation TRAPS) features, the hidden layer outputs are
taken from each first-stage critical band MLP, and then input to the second-
stage merger MLP, which contains 750 hidden units, and 46 output units.

The Tandem-MLP and HATS-MLP features are then combined using a
weighted sum, where the weights are a normalized version of inverse entropy (for
the Tandem/HATS-GMM). The log is applied to the output, and a Karhunen-
Loeve Transform (KLT) dimensionality reduction is applied to reduce the output
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feature vector to an experimentally determined optimal length of 25. This pro-
cess is illustrated in Figure 1.

The Tandem/HATS-MLP system is trained on roughly 1800 hours of conver-
sational speech from the Fisher [10] and Switchboard [11] corpora.

2.4 Speaker-MLP Features

Speaker Target Selection Through Clustering. As a contrast to using all
speakers with enough training data available (with the idea that including more
training speakers will yield better results), we also implemented MLPs trained
using only subsets of specifically chosen speakers. These speakers were chosen
through clustering in the following way. First, a background GMM model was
trained using 286 speakers from the Fisher corpus. Then, a GMM was adapted
from the background model with the data from each MLP-training speaker.
These GMMs used 32 Gaussians, with input features of 12th order MFCCs
plus energy and their first order derivatives. The length-26 mean vectors of each
Gaussian were concatenated to form a length-832 feature vector for each speaker.
Principal component analysis was performed, keeping the top 16 dimensions of
each feature vector (accounting for 68% of the total variance). In this reduced-
dimensionality speaker space, k-means clustering was done, using the Euclidean
distance between speakers, for k = 64 and k = 128. Finally, the sets of 64 and
128 speakers were chosen by selecting the speaker closest to each of the (64 or
128) cluster centroids.

MLP Training. A set of 64, 128, or 836 speakers was used to train each
Speaker-MLP, with 6 conversation sides per speaker used for training, and 2 for
cross-validation (CV). The training speaker data came from the Switchboard-2
corpus [11]. The set of 836 speakers included all speakers in the Switchboard2
corpus with at least 8 conversations available. The smaller sets of speakers,
selected through clustering, used training and CV data that was balanced in
terms of handsets.

ICSI’s QuickNet MLP training tool [12] was used to train the Speaker-MLPs.
The input to each Speaker-MLP is 21 frames of PLPs (12th order plus energy)
with first and second order derivatives appended. The hidden layer applies a
sigmoid, while the output uses softmax.

Table 2 shows the sizes of MLPs (varying in the number of hidden units)
trained for each set of speakers.

2.5 SVM Speaker Recognition System

The GMM system is well suited to modeling features with fewer than 100 dimen-
sions. However, problems of data sparsity and singular covariance matrices soon
arise in trying to estimate high dimensional Gaussians. Previous work in speech
recognition (HATS) has shown that there is a great deal of information in the
hidden structure of the MLP. Preliminary experiments also showed that reducing
the dimensionality of the hidden activations using principal component analysis
(PCA) or linear discriminant analysis (LDA), so that the features could be used
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in a GMM system, yielded poor results. In order to take advantage of the speaker
discriminative information in the hidden activations of the Speaker-MLPs, we use
an SVM speaker recognition system, which is better suited to handle the high di-
mensional sparse features, is naturally discriminative in the way it is posed, and
has proven useful in other approaches to speaker verification.

Since the SVM speaker recognition system requires the same length feature
vector for each speaker (whether a target, an impostor, or a test speaker), we
produce a set of statistics to summarize the information along each dimension of
the hidden activations. These statistics (mean, standard deviation, histograms of
varying numbers of bins, and percentiles) are then used as the SVM features for
each speaker. For our experiments, the set of impostor speakers used in the SVM
system is a set of 286 speakers from the Fisher corpus designed to be balanced
in terms of gender, channel, and other conditions.

2.6 System Combinations Using LNKnet

In order to improve upon the baseline of the SRI-GMM system, we choose
to combine our various systems on the score-level with the SRI-GMM, using
LNKnet software [13]. We use a neural network with no hidden layer and sig-
moid output non-linearity, which takes two or more sets of likelihood scores as
input. We use a round-robin approach and divide our test data into two subsets
for development and evaluation.

3 Results

3.1 Testing Database

In order to compare the performance of our systems, we use the database re-
leased by NIST for the 2004 Speaker Recognition Evaluation (SRE) [14]. This
database consists of conversational speech collected in the Mixer project, and
includes various languages and various channel types. We use only telephone
data, containing a variety of handsets and microphones.

One conversation side (roughly 2.5 minutes) is used for both the training of
each target speaker model and the testing of each test speaker. As performance
measures, we use the detection cost function (DCF) of the NIST evaluation and
the equal error rate (EER). The DCF is defined to be a weighted sum of the
miss and false alarm error probabilities, while the EER is the rate at which these
error probabilites are equal.

3.2 Tandem/HATS-GMM

For NIST’s SRE2004, the DCF and EER results are given in Table 1 for
the Basic-GMM system, the Tandem/HATS-GMM system, and their score-
and feature-level combinations, as well as for the SRI-GMM system and its
combination with the Tandem/HATS-GMM. Changes relative to each baseline
(where a positive value indicates improvement) are shown in parentheses.
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Table 1. Tandem/HATS-GMM system improves upon Basic-GMM system, especially
in combination, but there is no improvement for SRI-GMM system

DCF×10 EER (%)

Basic-GMM 0.724 18.48
Tandem/HATS-GMM 0.713 (2%) 18.48 (0%)

Score-level fusion 0.618 (15%) 16.26 (12%)
Feature-level fusion 0.601 (17%) 16.35 (12%)

SRI-GMM 0.374 9.01
Tandem/HATS-GMM 0.713 18.48

Score-level fusion 0.378 (-1%) 9.09 (-1%)

Alone, the Tandem/HATS-GMM system perform slightly better than
the Basic-GMM system. Feature-level combination of MFCC and Tan-
dem/HATS features in a GMM system, as well as score-level combination of
the Tandem/HATS-GMM system with the Basic-GMM, both yield significant
improvements. When the Tandem/HATS-GMM system is combined on the
score-level with the SRI-GMM system, there is no gain in performance over the
SRI-GMM alone.

In order to consider phonetic features comparable to those produced by
the Speaker-MLP, we also tested the Tandem-MLP features individually, i.e.,
without combination with the HATS-MLP features. The Tandem-GMM system
actually yields better results than the Tandem/HATS-GMM, although in com-
binations with the Basic-GMM and SRI-GMM there is no improvement. Thus,
we may conclude that the added complexity of the HATS-MLP component
does not lead to any significant difference in speaker recognition results for the
Tandem/HATS-GMM system. For more detailed results, see [15].

3.3 Speaker-SVM

Both the cross-validation and SRE2004 results for the Speaker-MLPs are shown
in Table 2 for each size MLP. It is clear that the CV accuracy increases with
respect to the number of hidden units, for each training speaker set. The accu-
racy increase on adding further hidden units does not appear to have reached a
plateau at 2500 hidden units for the 836 speaker net, though for the purposes of
the current study the training times became prohibitive. With the computation
shared between 4 CPUs, it took over 4 weeks to train the MLP with 2500 hidden
units.

Similar to the CV accuracy, the speaker recognition results improve with an
increase in the size of the hidden layer when considering a given number of
training speakers.

In Table 3, the results are given for the score-level combination of the 64
speaker, 1000 hidden unit, Speaker-SVM system with the Basic-GMM and SRI-
GMM systems. For the SRI-GMM, the best combination is yielded when the
Speaker-MLP is trained with 64 speakers and 1000 hidden units (although the
128 speakers with 2000 hidden units does somewhat better in combination with
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Table 2. Speaker-SVM results improve as the number of hidden units, as well as the
CV accuracy, increase

# spkrs Hid. units CV acc. DCF×10 EER (%)

64 400 37.8% 0.753 21.04
64 1000 47.8% 0.715 20.41

128 1000 39.4% 0.702 20.45
128 2000 44.5% 0.691 19.70

836 400 20.5% 0.756 22.88
836 800 25.5% 0.734 21.37
836 1500 32.0% 0.711 20.45
836 2500 35.5% 0.689 19.91

Table 3. System combination with 64 speaker, 1000 hidden unit, Speaker-SVM im-
proves Basic-GMM results, but not the SRI-GMM

DCF×10 EER (%)

Basic-GMM 0.724 18.48
Speaker-SVM 0.715 20.41

Score-level fusion 0.671 (7%) 17.52 (5%)

SRI-GMM 0.374 9.01
Speaker-SVM 0.715 20.41

Score-level fusion 0.373 (0%) 9.01 (0%)

Table 4. Breakdown of results for matched and mismatched conditions for the MLP-
based systems and their score-level fusions with the Basic-GMM

System Alone Fusion with Basic-GMM
Matched Mismatched Matched Mismatched
EER (%) EER (%) EER (%) EER (%)

Basic-GMM 9.13 22.65 – –

Tandem/HATS-GMM 12.53 21.54 8.67 (5%) 19.84 (12%)
Speaker-SVM (1000hu, 64ou) 13.93 23.56 8.78 (4%) 20.95 (7%)

Table 5. Breakdown of results for matched and mismatched conditions for the MLP-
based systems and their score-level fusions with the SRI-GMM

System Alone Fusion with SRI-GMM
Matched Mismatched Matched Misatched
EER (%) EER (%) EER (%) EER (%)

SRI-GMM 5.74 10.71 – –

Tandem/HATS-GMM 12.53 21.54 5.74 (0%) 10.77 (-1%)
Speaker-SVM (1000hu, 64ou) 13.93 23.56 5.74 (0%) 10.64 (1%)
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the Basic-GMM). There is a reasonable gain made when combining the Speaker-
SVM system with the Basic-GMM, but there is no significant improvement for
the combination of the Speaker-SVM and SRI-GMM systems.

3.4 Mismatched Train and Test Conditions

We now consider matched (same gender and handset) and mismatched (different
gender or handset) conditions between the training and test data. Such a break-
down is given for the Tandem/HATS-GMM and Speaker-SVM systems and their
score-level combinations with the Basic-GMM and SRI-GMM in Tables 4 and 5,
respectively. For each combination, changes relative to the appropriate baseline
system are given in parentheses.

When considering a score-level fusion with the Basic-GMM system, gains are
made in the matched and especially the mismatched conditions for both the
Tandem/HATS-GMM and Speaker-SVM. For the SRI-GMM baseline, combi-
nation with the Tandem/HATS-GMM and Speaker-SVM systems has marginal
impact in either the matched or mismatched case.

4 Discussion and Conclusions

For the first time, phonetic Tandem/HATS-MLP features were tested in a speaker
recognition application. Although developed for ASR, the Tandem/HATS-MLP
features still yield good results when used in a GMM for a speaker recognition task.
In fact, the Tandem/HATS-GMM performs slightly better than a basic cepstral
GMM system, with even more improvement coming from score- and feature-level
combinations of the two.

Prior related work used discriminative features from MLPs trained to distin-
guish between speakers. Motivated by having a well-established infrastructure
for neural network training at ICSI, we felt that there was potential for making
greater gains by using more speakers, more hidden units, and a larger contextual
window of cepstral features at the input. Even though preliminary experiments
confirmed this, ultimately, however, a smaller subset of speakers chosen through
clustering proved similar in performance and could be trained in less time.

Although the MLP-based systems do not improve upon the SRI-GMM base-
line in combination, this result could be explained by considering the difference
in the performance between the two types of systems: standalone, each MLP-
based system performs much more poorly than the SRI-GMM. The addition of
channel compensating normalizations, like T-norm [16], to an MLP-based system
should help reduce the performance gap between the MLP-based system and the
SRI-GMM. It may then be possible for the MLP-based system to improve upon
the state-of-the-art cepstral GMM system in combination, in the event that the
performance gap is narrowed sufficiently.

Similar to results observed in prior work, the Speaker-SVM system improved
speaker recognition performance for a cepstral GMM system lacking sophisti-
cated normalizations (such as feature mapping [17], speaker model synthesis
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(SMS) [18], and T-norm); such a result was also true for the Tandem/HATS-
GMM system. However, no gains were visible in addition with the SRI-GMM,
which is significantly improved from the Basic-GMM (as well as the GMM sys-
tems of Wu and Morris, et al. and Heck and Konig, et al.) by the addition of
feature mapping, T-norm, as well as increasing the number of Gaussians to 2048.

As shown in Table 4, combinations of the Basic-GMM with the phonetic- and
speaker-discriminant MLP-based systems of this paper do yield larger improve-
ments for the mismatched condition (which refers to the training data and test
data being different genders or different handset types). However, as seen in Table
5, such a result does not hold for combinations of the MLP-based systems with
the SRI-GMM. The previous work of Heck and Konig, et al., completed prior
to the year 2000, showed that the greatest strength of an MLP-based approach
was for the case when there is a handset mismatch between the training and test
data, however, the state-of-the-art has since advanced significantly in normaliza-
tion and channel compensation techniques. As a result, the contributions of the
MLP-based systems, without any normalizations applied, to a state-of-the-art
cepstral GMM system are no longer significant for the mismatched condition.
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Abstract. We present a method to use multilayer perceptrons (MLPs)
for a verification task, i.e. to verify whether two vectors are from the
same class or not. In tests with synthetic data we could show that the
verification MLPs are almost optimal from a Bayesian point of view.
With speech data we have shown that verification MLPs generalize well
such that they can be deployed as well for classes which were not seen
during the training.

1 Introduction

Multilayer perceptrons (MLPs) are successfully used in speech processing. For
example they are used to calculate the phoneme posterior probabilities in hybrid
MLP/HMM speech recognizers (see for example [1]). In this case their task is to
output for every phoneme the posterior probability that a given input feature
vector is from this phoneme. They are thus used to identify a feature vector with
a given phoneme. Expressed in more general terms the MLPs are used for the
identification of input vectors with a class from within a closed set of classes.

There are applications however, where the identification of input vectors is not
necessary but it has to be verified whether two given input vectors x and y are
from the same class or not. In Section 2 we present two verification tasks in the
domain of speech processing. In this work we show that MLPs have the capability
to optimally solve verification problems. Furthermore we have observed in a task
with real-world data that the verification MLPs can even be used to discriminate
between classes which were not present in the training set. This is an especially
useful property for two reasons:

– The verification MLP is usable for an open set of classes.
– Since we do not need training data from the classes present in the applica-

tion but can collect training data from other classes which have the same
classification objective (e.g. classifying speakers). Therefore we can build a
training set of a virtually unlimited size.

In Section 2 we present the motivation for our approach to class verification
and outline how MLPs can be used for that purpose. The structure and training
of our verification MLPs is described in Section 3. Our evaluation methods are
described in Section 4. In order to test whether verification MLPs are capable
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of performing the verification task in an optimal way from a Bayesian point of
view we made experiments with synthetic data. These experiments and their
results are described in Section 5. The results of experiments with speech data
are shown in Section 6. Finally, our conclusions are summarized in Section 7.

2 Motivation

Our method to decide whether two speech signals are spoken by the same speaker
or not includes the following 3 steps: First equally worded segments are sought
in the two speech signals. This results in a series of frame pairs where both
frames of a pair are from the same phoneme. In a second step for each frame
pair the probability that the two phonetically matching frames come from the
same speaker is computed. Finally, the global indicator that the two speech
signals were spoken by the same speaker can be calculated from these frame-
level probabilities. See e.g. [2] for a more detailed description of the speaker-
verification approach. We used the verification MLPs for the following two tasks:

– For seeking phonetically matching segments in two speech signals we use a
phonetic probability matrix. This matrix is spanned by the two signals and
every element Pij(x1i, x2j) gives the probability that frame i of signal 1 given
as feature vector x1i and frame j of signal 2 given as feature vector x2j are
from the same phoneme. The probabilities Pij(x1i, x2j) are calculated by an
appropriately trained verification MLP.

– For every pair of phonetically matching frames we use a verification MLP
to calculate a score which stands for the probability that the two frames are
from the same speaker. In this case we use a MLP which was trained with
data from speakers which are not present in the test. Therefore we make use
of the generalization capability of the verification MLP.

3 Verification MLP

Since the MLP has to decide whether two given input vectors x and y are from
the same class the MLP has to process vector pairs rather than single vectors.
The target output of the MLP is os if the two vectors of the pair are from the
same class and od if they are from different classes. The vectors are decided to
belong to the same class if the output is closer to os and to different classes
otherwise.

The sizes of the 3-layer perceptrons used for the experiments described in
Sections 5 and 6 are as follows:

input size 1st hidden layer 2nd hidden layer output layer
synthetic data 2 · 2...5 20 (tanh) 10 (tanh) 1 (tanh)
phoneme verification 2 · 26 80 (tanh) 35 (tanh) 1 (tanh)
speaker verification 2 · 16 70 (tanh) 18 (tanh) 1 (tanh)
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The verification MLPs were trained by means of the backpropagation algorithm.
The weights were randomly initialized and a momentum term was used during
the training. For a hyperbolic tangent output neuron a good choice for the
output targets is os = 0.75 and od = −0.75 such that the weights are not driven
towards infinity (see for example [3]). With these settings we experienced that at
the beginning of the training the difference between desired and effective output
decreased quite slowly but that the training was never stuck in a local minimum.

4 Performance Evaluation

In order to evaluate a verification MLP, we measure its verification error rate
for a given dataset and compare it to a reference error rate which is optimal in a
certain sense. By formulating our verification task as a classification problem, we
can use the Bayes error as a reference. The Bayes error is known to be optimal
for classification problems given the distribution of the data.

To reformulate a verification task as a classification problem, each pair of
vectors is assigned one of the following two groups:

GS group of all vector pairs where the two vectors are from the same class
GD group of all vector pairs where both vectors are from different classes

Provided that the same classes which are present in the tests are used to esti-
mate the distributions of GS and GD, the Bayes error is optimal, since the two
distributions are modeled properly. Otherwise there is a mismatch which leads
to ill-modeled GS and GD and thus the Bayes classifier is not necessarily optimal
any more.

In the case of synthetic data it is possible to calculate the Bayes verification
error since the data distributions are given in a parametric form. For real-world
problems the data distributions are not given in a parametric form and hence
the Bayes verification error can’t be computed directly. In this case we can use a
k nearest neighbor (KNN) classifier to asymptotically approach the Bayes error
as described below.
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Fig. 1. Structure of the verification MLPs
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Fig. 2. Synthetic data: 2 classes with 2-dimensional non-Gaussian distributions

The KNN approach is a straightforward means of classification. The training
set for the KNN algorithm consists of training vectors with known classification
(atr,i, btr,i) where atr,i is the training vector and btr,i is its associated class. A test
vector atst,j is classified by seeking the k nearest training vectors atr,i and it is
assigned to the class which is most often present among the k nearest neighbors.
The KNN classifier is known to reach the Bayes error when an infinite number of
training vectors is available (see e.g. [4]) and is therefore a means to approximate
the Bayes error if the data distributions are not known in a parametric form.

5 Experiments with Synthetic Data

The aim of the experiments with synthetic datasets, i.e. datasets with known
data distributions, was to test if the verification MLP achieves the lowest possible
verification error from a Bayesian point of view. The data sets had 2 to 4 classes
and were 2- to 5-dimensional. We illustrate these investigations by means of an
experiment with a 2-dimensional dataset with 2 classes that are distributed as
shown in Figure 2.

The number of training epochs which were necessary to train the verification
MLP depended largely on the type of the dataset. We observed the following
dependencies:

– If only a few features carried discriminating information and all other fea-
tures were just random values the verification MLP learned quickly which
features were useful and which ones could be neglected.

– The shape of the distributions strongly influenced the number of epochs that
were necessary for the training. For example, two classes distributed in two
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Fig. 3. Class verification error for the test set as shown in Figure 2: the KNN verifi-
cation error is shown in function of the training set size. As expected, with increasing
size it approximates the Bayes limit which is indicated by the dotted line. The error
rate of the verification MLP is close to the Bayes error.

parallel stripes or classes that had a non-linear Bayes decision boundary,
such as those shown in Figure 2, required many epochs.

Figure 3 shows the error rates of different verification methods for data dis-
tributed as shown in Figure 2. It can be seen that the error of the verification
MLP is almost as low as the Bayes error. Note that the MLP was trained with a
fixed number of 20’000 vector pairs. We are only interested in the best possible
verification error for a given task and not in the verification error in function of
the number of training vectors (see Section 1). Therefore the MLP training set
was chosen as large as necessary.

For all investigated datasets the verification error achieved with the verifica-
tion MLP was not significantly higher than the Bayes verification error.

6 Experiments with Speech Data

6.1 Data Description and Feature Extraction

For a speaker verification task with single speech frames we used speech signals
from 48 male speakers recorded from different telephones. From short speech
segments (32ms frames) the 13 first Mel frequency cepstral coefficients (MFCCs)
were extracted and used as feature vectors for our experiments. For the phoneme
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Fig. 4. Phoneme verification task: The KNN error rates decrease with increasing
number of KNN training vectors. The error rates of the verification MLPs are shown
as dots. The error rates for both, KNN and MLP are given for coded and uncoded
input vectors.

verification task the first derivatives of the MFCCs were used in addition to the
static MFCCs. The data from all speakers was divided into 3 disjoint sets (i.e. no
speaker was present in more than one set). The MLP and KNN training vector
pairs were extracted from the training set (26 speakers). The validation set (10
speakers) was used to stop the MLP training at the optimal point and to find
the optimal value of k for the KNN classifier. The test vector pairs were taken
from the test set (12 speakers). Note that all vector pairs were formed in a way
that the two vectors of a pair were always from the same phoneme. In every set
the number of pairs with vectors of the same speaker and the number of pairs
with vectors from different speakers were equal.

6.2 Phoneme Verification

In this task the objective was to decide whether two speech feature vectors
originate from the same phoneme. In this task the same classes (phonemes) are
present in all 3 datasets since all signals have similar phonetic content. Yet all
sets are extracted from different speakers as is described in Section 6.1.

Because of the large number of KNN training vectors which were necessary
that the KNN algorithm converged, we used two types of input, namely pairs of
concatenated vectors pin = (x, y) as mentioned above and coded vector pairs
pin = (|x − y|, x + y) (see [5] for details about the input coding). This input
coding sped up the training of the MLPs and led to a steeper descent of the
KNN verification error in function of the number of training vectors.
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Fig. 5. Speaker verification: The KNN error rates decrease with increasing number of
KNN training vectors. The error rates of the verification MLPs are shown as dots. The
error rates for both, KNN and MLP are given for coded and uncoded input vectors.

The verification error of an MLP trained with 580000 vector pairs is shown in
Figure 4. For comparison also the KNN error rate in function of the training set
size is drawn. It can be seen that with this data the verification KNN converges
only with a large number training vectors. This was expected because of the more
complex nature of the problem. It can only be guessed where the asymptote and
therefore the Bayes error will be. It seems that the verification error of the MLP
is close to the Bayes verification error however. Since we did not have enough
training data we could not prove this assumption. Furthermore it does not seem
that the input coding had a big effect on the optimal verification result.

6.3 Speaker Verification

In this task the objective was to decide whether two speech frames are from
speech signals of the same speaker or not. In this case all 3 sets of classes (speak-
ers) were disjoint. Therefore a good generalization of the verification MLP is
required.

The experiment results are shown in Figure 5. It can be seen that the KNN
verification error in function of the training set size decreases much less steeply
than in the experiments done with synthetic data and does not even get as low
as the verification error of the MLP. This is possible since the training and test
set have some mismatch because the speaker sets are disjoint (see Section 4).
Here it can be seen very well that the KNN which is based on coded vector pairs
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converged with much less training vectors. In this case the verification MLP
which used coded vector pairs was a bit worse however.

The verification error of the MLP is quite low if it is considered that the
feature vectors x and y were extracted from single speech frames only. If all
phonetically matching frame pairs of two equally worded speech segments of
about 1 s length are fed separately into the MLP and the output values of the
MLP are averaged, the verification error rate is about 6%. More detailed results
can be found in [5], [6] and [2].

7 Conclusions

By means of experiments we have shown that the error rate of an appropriately
configured and trained verification MLP is close to the Bayes error rate. De-
pending on the class distributions, the training can be fairly time-consuming,
however. This is not critical in our application since the MLP is class indepen-
dent and does not need to be retrained whenever new classes are added to the
application.

For speech data with a virtually unlimited set of classes, as it is for exam-
ple the case in speaker verification, MLP-based class verification has shown to
be very efficient not only in terms of verification error but also with respect
to computational complexity. For a speaker-verification task the good general-
ization property of the verification MLP could be shown. Thus the verification
MLPs are able to learn a general rule to distinguish between classes rather than
class-specific features.
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Abstract. This study aims to investigate approaches for low dimen-
sional speech feature transformation using manifold learning. It has re-
cently been shown that speech sounds may exist on a low dimensional
manifold nonlinearly embedded in high dimensional space. A number of
manifold learning techniques have been developed in recent years that
attempt to discover this type of underlying geometric structure. The
manifold learning techniques locally linear embedding and Isomap are
considered in this study. The low dimensional representations produced
by applying these techniques to MFCC feature vectors are evaluated in
several phone classification tasks on the TIMIT corpus. Classification
accuracy is analysed and compared to conventional MFCC features and
those transformed with PCA, a linear dimensionality reduction method.
It is shown that features resulting from manifold learning are capable of
yielding higher classification accuracy than these baseline features. The
best phone classification accuracy in general is demonstrated by feature
transformation with Isomap.

1 Introduction

Feature transformation is an important part of the speech recognition process
and can be viewed as a two step procedure. Firstly, relevant information is ex-
tracted from short-time segments of the acoustic speech signal using a procedure
such as Fourier analysis, cepstral analysis, or some other perceptually motivated
analysis. The resulting D-dimensional parameter vectors are then transformed
to a feature vector of lower dimensionality d (d ≤ D). The aim of this dimen-
sionality reduction is to produce features which are concise low dimensional
representations that retain the most discriminating information for the intended
application and are thus more suitable for pattern classification. Dimensional-
ity reduction also decreases the computational cost associated with subsequent
processing.

Physiological constraints on the articulators limit the degrees of freedom of the
speech production apparatus. As a result humans are only capable of producing
sounds occupying a subspace of the entire acoustic space. Thus, speech data
can be viewed as lying on or near a low dimensional manifold embedded in the
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original acoustic space. The underlying dimensionality of speech has been the
subject of much previous research using many different approaches including
classical dimensionality reduction analysis [1], [2], nonlinear dynamical analysis
[3], and manifold learning [4]. The consensus of this work is that some speech
sounds, particularly voiced speech, are inherently low dimensional.

Dimensionality reduction methods aim to discover such underlying low di-
mensional structure. These methods can be categorised as linear or nonlinear.
Linear methods are limited to discovering the structure of data lying on or near
a linear subspace of the high dimensional input space. Two of the most widely
used linear dimensionality reduction methods are principal component analysis
(PCA) [5] and linear discriminant analysis (LDA) [6]. These methods have been
successfully applied to feature transformation in speech processing applications
in the past [7], [8].

However if speech data occupies a low dimensional submanifold nonlinearly
embedded in the original space, as proposed previously [2], [4], linear methods
will fail to discover the low dimensional structure. A number of manifold learn-
ing, also referred to as nonlinear dimensionality reduction, algorithms have been
developed [9], [10], [11] which overcome the limitations of linear methods. Man-
ifold learning algorithms have recently been shown to be useful in a number of
speech processing applications including low dimensional visualization of speech
[11], [12], [13], [4], [14] and limited phone classification tasks [15], [14].

In this study, we build upon previous work and apply two manifold learning
algorithms, locally linear embedding (LLE) [9] and isometric feature mapping
(Isomap) [10], to extract features from speech data. These features are evalu-
ated in phone classification experiments using a support vector machine (SVM)
[16] classifier. The classification performance of these features is compared to
baseline Mel-frequency cepstral coefficients (MFCC) and those resulting from
the classical linear method, PCA. These classification experiments are primarily
used as a means of evaluating how much meaningful discriminatory information
is contained in the low dimensional representations produced by each method.
These experiments also serve to display the potential value of these methods in
speech processing applications.

The remainder of this paper is structured as follows. In Section 2, the mani-
fold learning algorithms LLE and Isomap are briefly described. Section 3 details
the experimental procedure, data set, parameter extraction, feature transforma-
tion, and classification technique used. Results are examined and discussed in
Section 4, with conclusions presented in Section 5.

2 Manifold Learning Algorithms

2.1 Locally Linear Embedding

LLE [9] is an unsupervised learning algorithm that computes low dimensional
embeddings of high dimensional data. The principle of LLE is to compute a
low dimensional embedding with the property that nearby points in the high
dimensional space remain nearby and similarly co-located with respect to one
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another in the low dimensional space. In other words, the embedding is optimised
to preserve local neighbourhoods.

The LLE algorithm can be summarised in three steps:

1. For each data point Xi, compute its k nearest neighbours (based on Eu-
clidean distance or some other appropriate definition of ‘nearness’).

2. Compute weights Wij that best reconstruct each data point Xi from its
neighbours, minimising the reconstruction error E:

E(W ) =
∑

i

∣∣
∣Xi −

∑

j

WijXj

∣∣
∣
2

. (1)

3. Compute the low dimensional embeddings Yi, best reconstructed by the
weights Wij , minimising the cost function Ω:

Ω(Y ) =
∑

i

∣
∣∣Yi −

∑

j

WijYj

∣
∣∣
2

. (2)

In step 2, the reconstruction error is minimised subject to two constraints: first,
that each input is reconstructed only from its nearest neighbours, or Wij = 0
if Xi is not a neighbour of Xj ; second, that the reconstruction weights for each
data point sum to one, or

∑
j Wij = 1 ∀ i. The optimum weights for each input

can be computed efficiently by solving a constrained least squares problem.
The cost function in step 3 is also based on locally linear reconstruction errors,

but here the weights Wij are kept fixed while optimising the outputs Yi. The
embedding cost function in (2) is a quadratic function in Yi. The minimisation
is performed subject to constraints that the outputs are centered and have unit
covariance. The cost function has a unique global minimum solution for the
outputs Yi. This is the result returned by LLE as the low dimensional embedding
of the high dimensional data points Xi.

2.2 Isomap

The Isomap algorithm [10] offers a differently motivated approach to mani-
fold learning. Isomap is a nonlinear generalisation of multidimensional scaling
(MDS) [6] that seeks a mapping from a high dimensional dataset to a low dimen-
sional dataset that preserves geodesic distances between pairs of data points—
that is, distances on the manifold from which the data is sampled.

While Isomap and LLE have similar aims, Isomap is based on a different prin-
ciple than LLE. In particular, Isomap attempts to preserve the global geometric
properties of the manifold while LLE attempts to preserve the local geometric
properties of the manifold.

As with LLE, the Isomap algorithm consists of three steps:

1. Construct a neighbourhood graph: Determine which points are neighbours on
the manifold based on distances, dist(Xi, Xj), between pairs of points Xi, Xj

in the input space (as in step 1 of LLE). These neighbourhood relations are
then represented as a weighted graph over the data points with edges of
weight dist(Xi, Xj) between neighbouring points.
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2. Compute the shortest path between all pairs of points among only those
paths that connect nearest neighbours using a technique such as Dijkstra’s
algorithm.

3. Use classical MDS to embed the data in a d-dimensional Euclidean space so
as to preserve these geodesic distances.

3 Experiments

The objective of these experiments is to evaluate how much meaningful discrimi-
natory information is contained in the low dimensional representations produced
by the manifold learning and linear dimensionality reduction methods.

3.1 Classification Tasks

Phone classification experiments were performed using four different feature
types: baseline MFCC vectors and features produced by applying PCA, Isomap,
and LLE to the baseline MFCC vectors. Two types of baseline MFCC vectors
were used: standard static MFCCs only and static MFCCs concatenated with
dynamic information, in the form of delta coefficients. The experimental proce-
dure detailed below was repeated separately for the static and dynamic baseline
MFCCs.

Each of the four feature types were evaluated in three phone classification
experiments. The first experiment involves distinguishing between a set of five
vowels (‘aa’, ‘iy’, ‘uw’, ‘eh’, and ‘ae’). Phones are labeled using TIMIT symbols
[17]. In the second test, a further five vowels (‘ah’, ‘ax’, ‘ao’, ‘ih’, and ‘ow’)
were added to the previous vowel set, forming a more complex ten class vowel
classification problem. The final test involves classifying a set of 19 phones into
their associated phone classes. The phone classes and phones used were: vowels
(listed above), fricatives (‘s’, ‘sh’), stops (‘p’, ‘t’, and ‘k’), nasals (‘m’, ‘n’) and,
semivowels and glides (‘l’, ‘y’).

3.2 Data

The speech data used in this study was taken from the TIMIT corpus [17]. This
corpus contains 6300 utterances, 10 spoken by each of 630 American English
speakers. The speech recordings are provided at a sampling frequency of 16 kHz.

3.3 Parameter Extraction

Based on the phonetic transcriptions and associated phone boundaries provided
in TIMIT all units of a subset of phones, listed in Section 3.1, were extracted
from the corpus. For each phone unit, frames of length 40ms were extracted
with a frame shift of 20ms. Units of duration less than 100ms were discarded.
The raw speech frames were preemphasized with the filter H(z) = 1 − 0.98z−1

and Hamming windowed. Following this preprocessing 13-dimensional MFCC
vectors, including the zeroth cepstral coefficients, were computed for each frame.
Standard delta coefficients, Δ, were also computed. These MFCC vectors and
those concatenated with their deltas, MFCC+Δ, serve as both baseline features
and high dimensional inputs for PCA, Isomap, and LLE.
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3.4 Feature Transformation

For each of the three phone classification experiments, 250 units representing
each of the required phones were chosen at random from those extracted above
to make up the data set. PCA, Isomap, and LLE were individually applied to
the equivalent sets of MFCC and MFCC+Δ vectors.

In order to examine the ability of the feature transformation methods to
compute concise representations of the input vectors retaining discriminating
information, the dimensionality of the resulting feature vectors was varied from
1 to 13 for static MFCC features and from 1 to 26 for MFCC+Δ features.
A separate classifier was subsequently trained and tested using feature vectors
with each of the different dimensionalities. Thus the ability of these feature
transformation methods to produce useful low dimensional features could be
evaluated and changes in performance with varying dimension analysed. As a
baseline the original MFCC and MFCC+Δ vectors were used, also varying in
dimensionality as detailed above.

The number of nearest neighbours, k, used in Isomap and LLE was set equal
to 14 and 6 respectively. These values were chosen empirically by varying k and
examining classification performance.

3.5 Support Vector Machine Classification

Initially, a number of classifiers—including K-nearest neighbours, Gaussian mix-
ture models, and support vector machines (SVMs)—were tested in phone classi-
fication tasks. SVMs [16] yielded the best performance and thus were used in the
following experiments. SVM is a binary pattern classification algorithm. For our
experiments it is necessary to construct a multiclass classifier. This was achieved
using a one-against-one training scheme, training one classifier for every possible
pair of classes. The final classification result was determined by majority voting.

It is also necessary to choose an appropriate kernel function to be used in
the SVM. In order to select an effective kernel, different SVM models using
linear, polynomial, and radial basis function (RBF) kernels were evaluated in a
number of phone classification tasks. SVM with RBF kernel demonstrated the
best classification accuracy and was used throughout this work.

In all classification experiments 80% of the data was assigned as training
data with the remaining 20% withheld and used as testing data. The data was
partitioned such that the training and test sets had no speakers in common, thus
ensuring speaker independence.

4 Results

4.1 Static Features

Firstly, the results of experiments conducted using 13-dimensional MFCCs as
baseline feature vectors and inputs to the dimensionality reduction methods are
presented. In each experiment the classifier was evaluated on each of the four
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Fig. 1. Five vowel classification results for baseline MFCC, PCA, Isomap, and LLE
features on the TIMIT database

feature types: baseline MFCC vectors and PCA, LLE, and Isomap embeddings
of these baseline vectors. The dimensionality of the feature vectors used in the
experiment vary from 1 to 13—the original, full dimension. Results are presented
for evaluation on both the training data and testing data.

Figure 1 shows the results of the five vowel classification task using the base-
line MFCC, PCA, Isomap, and LLE features. The percentage of phones correctly
classified is given on the vertical axis. The horizontal axis represents the dimen-
sionality of the feature vector. The results in Fig. 1 can be summarized as follows:

– The performance of the baseline MFCC vectors improves with increasing
dimensionality, until reaching a performance plateau.

– PCA features offer improvements over baseline MFCC for low dimensions,
one to seven.

– For the training data, maximum classification accuracy in dimensions 2–
13 is demonstrated with Isomap features, outperforming all other features
including the original 13-dimensional MFCC vectors.

– Isomap features also offer performance comparable to, and in some dimen-
sions better than, other features on the testing data. In fact, Isomap yields
78% accuracy with only two dimensions; the other feature types require a
much greater number of dimensions, d > 10, to reach this level of classifica-
tion accuracy.

– LLE features can be seen to offer improved performance over other features
in low dimensions, d < 3. However in higher dimensions LLE features do not
offer a performance increase over other methods.

Results for ten vowel classification are shown in Fig. 2. The results are similar
to those of the task above, with reduced classification accuracy due to increased
complexity and possibility of phone confusion. The important findings are as
follows:
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Fig. 2. Ten vowel classification results for baseline MFCC, PCA, Isomap, and LLE
features on the TIMIT database

– Again, for the training data Isomap features outperform the other features
in all dimensions, apart from the one-dimensional case were LLE performs
best. Isomap also gives the best performance for the testing data in low
dimensions (d < 8).

– A classification accuracy of 58.6% is achieved on the testing data with 5-
dimensional Isomap features. This performance is only reached by higher
dimensional, d ≥ 9, MFCC and PCA features.

The mean classification accuracy results for each feature type in the ten vowel
classification task are presented in Table 1. The mean accuracy scores were com-
puted for the testing data evaluation. Averages are computed for three dimen-
sionality ranges. It can be seen that Isomap gives the highest average accuracy
overall, followed by PCA, LLE, and finally MFCC. LLE and Isomap are both
shown to perform better than PCA and MFCC in low dimensions.

Phone class classification results are presented in Fig. 3. The following is
evident:

– LLE features perform well in very low dimensions, d < 3, but yield the lowest
classification rates in higher dimensions.

– The best accuracy is achieved in all other dimensions with Isomap features.
– PCA and MFCC features yield similar performance, with PCA features of-

fering improved accuracy for low dimensional features.

Table 1. Mean classification accuracy in the ten vowel classification task for MFCC,
PCA, Isomap, and LLE features

Dimensions MFCC PCA Isomap LLE

1–4 36.050 44.400 48.850 46.900

5–13 57.689 58.867 59.022 54.133

1–13 51.031 54.415 55.892 51.908
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Fig. 3. Phone class classification results for baseline MFCC, PCA, Isomap, and LLE
features on the TIMIT database
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Fig. 4. Classification results for baseline MFCC+Δ, PCA, Isomap, and LLE features
used in three different phone classification tasks

4.2 Dynamic Features

As detailed in Section 3, experiments were also performed using 26-dimensional
MFCC+Δ vectors as high-dimensional inputs to the three dimensionality reduc-
tion methods. The results of performing phone classification using the features
output by each of these methods and the original MFCC+Δ vectors are shown



140 A. Errity, J. McKenna, and B. Kirkpatrick

in Fig. 4. These results are based on tests carried out on the testing data. It
can be seen that these results are very similar to those using the static features,
as detailed in Section 4.1. The manifold learning methods offer improved per-
formance over both MFCC+Δ and PCA-derived features in low dimensions. In
general, features output by Isomap offer the best performance, outperforming
all other feature types in 74.36% of the classification tests shown in Fig. 4. Clas-
sification performance on the training set was also found to be consistent with
the static feature results.

5 Conclusions

In this study a phone classification approach using nonlinear manifold learning-
based feature transformation was proposed and evaluated against a baseline lin-
ear dimensionality reduction method, PCA, and conventional MFCC features.
All of the dimensionality reduction methods presented outperform the baseline
MFCC features for low dimensions. This illustrates the capability of these meth-
ods to extract discriminating information from the original MFCC features.

Higher classification accuracy is shown for manifold learning-derived features
compared to baseline MFCC and PCA-transformed features for low dimensions.
This indicates that manifold learning algorithms are more capable of retaining
information required to discriminate between phones, especially in low dimen-
sional space. This may be due to the ability of these methods to exploit nonlinear
structure in the speech space. In general, Isomap was found to yield superior per-
formance to both MFCC and PCA features.

Comparing the two manifold learning methods, Isomap generally demon-
strates better classification accuracy than LLE. This indicates that preserving
global structure rather than local relationships may be more important for speech
feature transformation.
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Abstract. In this paper we propose a feedforward neural network for
syllable recognition. The core of the recognition system is based on a hi-
erarchical architecture initially developed for visual object recognition.
We show that, given the similarities between the primary auditory and
visual cortexes, such a system can successfully be used for speech recog-
nition. Syllables are used as basic units for the recognition. Their spec-
trograms, computed using a Gammatone filterbank, are interpreted as
images and subsequently feed into the neural network after a preprocess-
ing step that enhances the formant frequencies and normalizes the length
of the syllables. The performance of our system has been analyzed on
the recognition of 25 different monosyllabic words. The parameters of the
architecture have been optimized using an evolutionary strategy. Com-
pared to the Sphinx-4 speech recognition system, our system achieves
better robustness and generalization capabilities in noisy conditions.

Keywords: speechrecognition,robustfeatures,feed-forwardarchitecture.

1 Introduction

Conventional speech recognition systems perform very well in clean scenarios
but their performance drastically decreases in noisy environments. This poor
performance in adverse conditions prohibits the application of such systems for
many scenarios, especially our target scenario, the control of a humanoid robot.
In contrast to this, human speech perception is far less susceptible to such dis-
tortions [1].

In this article we present a speech recognition system with a higher robustness
towards noise and reverberation. This system is based on a feedforward neural
network inspired from an object recognition system.

Several studies have shown that auditory and visual primary cortices show
substantial similarities. In 1988 Sur et al. have shown that the primary auditory
cortex of young ferrets is plastic enough to allow the ferrets to attain visual
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Fig. 1. Overview of the word recognition system

perception via the auditory cortex [2]. More recently Shamma determined the
shape of the time-frequency receptive fields in the primary auditory cortex of
newborn ferrets [3]. They are selective to modulations in the time-frequency
domain and, as in the visual cortex, have Gabor-like shapes. These receptive
fields have been modeled by Chin [4] and used for source separation [5] and
speech detection [6].

As Gabor-like filters are extensively used in object recognition systems [7,8],
we decided to develop a system for speech recognition by adapting the feed-
forward neural network initially developed by Wersing and Körner for object
recognition [8]. This approach is similar to the spectro-temporal features and
the direct recognition on spectrograms proposed by Kleinschmidt in [9].

Syllables are the basic units for speech production and show less coarticu-
latory effects across their boundaries. Therefore, we believe that they are the
adequate speech units for our biologically-inspired system. Moreover, the syl-
lable segmentation required for the training of the system seems biologically
plausible for speech acquisition.

The building blocks of the system (Fig. 1) are detailed in the following sec-
tions. After explaining how we optimized the parameters of the architecture
using an evolutionary strategy, we will compare our results to a state of the art
speech recognition system and conclude with a discussion of the obtained results.

2 Preprocessing of the Spectrogram

The preprocessing mainly aims at transforming a previously segmented speech
signal, corresponding to one syllable, into an ”image” that is fed into the hierar-
chical recognition architecture. A two-dimensional representation of a signal is
obtained by computing its spectrogram. In addition to the phonetic information,
the speech signal also contains many speaker and recording specific information.
As the phonetic information is chiefly conveyed by the formant trajectories, we
enhance them in the spectrograms prior to recognition.
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d. Mexican Hat filtering along the
frequency axis.

Fig. 2. Overview of the preprocessing step for the word ”list” spoken by a female
American speaker. The 128 channels logarithmically span the frequency range from
80Hz to 8 kHz. The harmonic structure has been removed using a filtering along the
frequency axis.

We used a Gammatone filterbank to compute the spectrogram of the signal.
It models the response of the basilar membrane in the human inner ear and
is, therefore, adapted to a biology-inspired system. The signal’s sampling fre-
quency is 16 kHz. The filterbank has 128 channels ranging from 80 Hz to 8 kHz
and follows the implementation given in [10]. Figure 2 shows the response of
the Gammatone filterbank after rectification (a.) and low-pass filtering (b.). To
compensate for the influence of the speech excitation signal, the high frequen-
cies are emphasized by +6 dB per octave resulting in a flattened spectrogram
(Fig. 2 c.). Next, the formant frequencies are enhanced by filtering along the
channel axis using mexican-hat filters (Fig. 2 d.), only the positive values are
kept. For the filtering the size of the kernel is channel-dependent, varying from
90 Hz for low frequencies to 120 Hz for high frequencies. This takes the loga-
rithmic arrangement of the center frequencies in the Gammatone filterbank into
account.

Finally, the length of the spectrogram is scaled using linear interpolation so
that all the spectrograms feeding the recognition hierarchy have the same size.
The sampling rate is then reduced to 100 Hz. By doing so syllables of different
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lengths are scaled to the same length. This relies on the assumption that a
linear scaling can handle variations in the length of the same syllable uttered at
different speaking rates. However, these are known to be non-linear. In particular,
some parts of the signal, like vowels, are more affected by variation in the speech
rate than other parts, e.g. plosives. The generalization over these variations is a
main challenge in the recognition task. In order to also assess the performance of
the recognition hierarchy independent of this non-linear scaling, we applied the
Dynamic Time Warping (DTW) method to the spectrograms. For each syllable,
we selected one single repetition as reference template and aligned the other by
DTW.

Afterwards the syllables were again scaled to the same length and downsam-
pled. At the output of the preprocessing stage the spectrograms feeding the
recognition hierarchy have all the size of 128×128, i.e. 128 time frames over 128
frequency channels. Note, however, that the application of DTW requires that
a hypothesis for the syllable is available. Thus, it cannot easily be applied to a
real recognition test.

3 The Recognition Hierarchy

The preprocessed two-dimensional spectrogram is from now on considered to
be an image and feeds into a feedforward architecture initially aimed at visual
object recognition. However, the structure of spectrograms differs from the struc-
ture of images taken from objects and, while keeping the overall layout of the
network described in [8], the receptive fields and the parameters of the neurons
were retrained for the task of syllable recognition. The recognition hierarchy is
illustrated in Fig. 3.

3.1 Feature-Selective Layer

The first feature-matching stage consists of a linear receptive field summation,
a Winner-Take-Most (WTM) and a pooling mechanism. The preprocessed spec-
trogram is first filtered by eight different Gabor-like filters. The purpose of these
filters is to extract local features from the spectrogram. In [8] the receptive
fields were chosen as four first-order even Gabor filters. For syllable recognition,
8 receptive fields were learned using independent component analysis on 3500
randomly selected local patches of preprocessed spectrograms.

The WTM competition mechanism between features at the same position
introduces nonlinearity into the system. The value rl(t, f) of the spectrogram in
the lth neuron of the feature-selective layer after the WTM competition is given
at the position (t, f) by the following equation:

rl(t, f) =

{
0, if ql(t,f)

M(t,f) < γ1 or M(t, f) = 0
ql(t,f)−γ1M(t,f)

1−γ1
, else

(1)

where ql(t, f) is the value of the spectrogram before the WTM competition,
M(t, f) = maxk qk(t, f) the maximal value at position (t, f) over the eight neu-
rons and 0 ≤ γ1 ≤ 1 is a parameter controlling the strength of the competition.



146 X. Domont et al.

"HOW"

"HAVE"

"LIST"

"SHIPS"

"CHART"

Feature-Selective
Layer

Combination
Layer

Syllable-Tuned
Units

Fig. 3. The system is based on a feedforward architecture with weight-sharing and a
succession of feature sensitive matching and pooling stages. It comprises three stages
arranged in a processing hierarchy.

A threshold θ1 is applied to the activity rl(t, f). This threshold is common for
all the neurons in the layer. The pooling performs a downsampling of the spec-
trogram by four in both time and frequency direction. It is done by a Gaussian
receptive field with width σ1. The feature-selective layer transforms the 128×128
original spectrogram to eight 32 × 32 spectrogram feature maps.

3.2 Combination Layer

The goal of the combination layer is to detect relevant local feature combinations
in the first layer. Similar to the previous layer it consists of a linear receptive field
summation, a Winner-Take-Most and a pooling mechanism. These combination
cells are learned using the non-negative sparse coding method (NNSC) as in
[8], however no invariance transformations have been implemented at this stage.
Similarly to Non-Negative Matrix Factorization (NMF), the NNSC method de-
composes data vectors Ip into linear combinations (with non-negative weights
sp

i ) of non-negative features wi by minimizing the following cost function:

E =
∑

p

‖Ip −
∑

i

sp
i wi‖2 + β

∑

p

∑

i

|sp
i | .

NNSC differs from NMF by the presence of a sparsity enforcing term in the
cost function, controlled by the parameter β, which aims at limiting the number
of non-zero coefficients required for the reconstruction. Consequently, if a feature
appears often in the data, it will be learned, even if it can be obtained by a
combination of two or more other features. Therefore, the NNSC is expected
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to learn complex and global features appearing in the data. An comprehensive
description of this method can be found in [11].

For the proposed syllable recognition system 50 complex features wi have been
learned from image patches extracted from the output of the feature-selective
layer. At last, a WTM competition (γ2, θ2) and pooling (σ2) are applied to the
50 neurons and their size is reduced to 16 × 16.

3.3 Syllable-Tuned Units

In the last stage of the architecture, linear discriminant classifiers are learned
based on the output of the combination layer. A classical gradient descent is
used for this supervised learning including an early stopping mechanism to avoid
overfitting. The obtained classifiers are called Syllable-Tuned Units (STUs) in
reference to the View-Tuned Units used in [7] and [8].

Due to the high dimensionality (640) and sparseness of the features after the
combination layer learning the STUs is unproblematic.

4 Optimization of the Architecture

The performance of the recognition highly depends on the choice of the non-
linearities present in the hidden layers of the architecture, i.e. the coefficients and
the thresholds of the WTM competitions (Eq. 1) and the width of the poolings.
The six parameters (γ1,2, θ1,2 and σ1,2) have to be tuned simultaneously and the
receptive field of the combination layer as well as the Syllable-Tuned Units have
to be learned at each iteration, similarly to the method used in [12].

Practically, this tuning of the model parameter set has been realized within
an evolutionary optimization aiming at maximizing the recognition performance
in a clean speech scenario. Due to the stochastic components and the use of a
population of solutions evolutionary algorithms need more quality evaluations
than other algorithms, but on the other hand they allow for a global search
and are able to overcome local optima. In the present context, an evolutionary
strategy with global step size adaptation (GSA-ES) has been applied relying on
similar ranges of the object variables. Initially, standard values, see [13,14], have
been used and then tuned in some test experiments to this specific task. Based
on these experiments we have chosen a population size of 32 individuals. Each
generation, the two individuals with the best performance have been chosen as
parents for the next generation. The optimization parameters have been scaled
and the initial global step size was set to 0.003.

Although the evolutionary optimization used a clean scenario for the perfor-
mance evaluation of each individual we will show that the optimized parameters
are robust with respect to noisy signals.

5 Recognition Performance

In order to evaluate the performance of the system, a database was built us-
ing 25 very frequent monosyllabic words extracted from the DARPA Resource
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Fig. 4. Improvement of the recognition performance using an evolutionary algorithm
to tune the parameters, compared to manual tuning one layer after the other. The
spectrograms are scaled using a linear interpolation.

Management (RM) database. Isolated monosyllabic words have been chosen in
lack of a syllable segmented database with sufficient size. The words were seg-
mented using forced-alignment. For each of the monosyllabic words we selected
140 occurrences from 12 different speakers (6 males and 6 females) from the
speaker dependent part of the database. For training 70 repetitions of each word
were used, 20 for the early stopping validation of the Syllable-Tuned Units and
50 for testing.

The performance of our system has been compared to the Sphinx-4 speech
recognition system, an open source speech recognition system that performs
well on the whole RM corpus [15]. MFCC features were used as front-end for the
HMMs. 13 cepstral coefficients plus delta and double delta were computed using
the default parameters of Sphinx. Cepstral Mean Normalization [16] has been
used in order to improve the robustness of the MFCC features. SphinxTrain was
employed to train triphones HMMs. Each model had 3 states without skip over
states and each state used a mixture of 8 Gaussians. The Hidden Markov Models
were trained on the segmented monosyllabic words.

The robustness towards noise has been investigated by adding babble noise,
white noise, and factory noise from the NOISEX database to the test database
at different signal to noise ratios (SNR) while training was still performed on
clean data.

Figure 4 illustrates the gain in performance on babble noise obtained using
the evolutionary algorithm, compared to a manual tuning of the parameters one
layer after the other. Following the notation introduced in [8], the optimal pa-
rameters given by the evolution strategy are γ1 = 0.82, θ1 = 2.66, σ1 = 3.16 for
the first layer and γ2 = 0.84, θ2 = 2.78, σ2 = 1.87 for the second layer, when
linear interpolation is used to scale the signals. Using a DTW, the optimal set
of parameters is γ1 = 0.99, θ1 = 0.32, σ1 = 4 for the first layer and γ2 = 0.89,
θ2 = 0.99, σ2 = 1.93. As can be seen, the performance increased due to the
optimization at all SNR levels. With clean speech we observe an improvement
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Fig. 5. Comparison of the Word Error Rates (WER) between the proposed system and
Sphinx-4 in the presence of babble noise
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b. Factory noise.

Fig. 6. Comparison of the Word Error Rates (WER) between the proposed system and
Sphinx-4 in the presence of white and factory noise

from 6.72% to 5.44% (19% relative). The largest improvement was achieved at
15 dB SNR from 30.72% to 17.04% (44.5% relative).

Figure 5 summarizes the performance of both Sphinx-4 and the proposed
system in presence of a babble noise. To measure the baseline similarities of
the image ensemble, we also give the performance of a nearest neighbor classi-
fier (NN) that matches the test data against all available training ”views”. An
exhaustive storage of examples is, however, not a viable model for auditory clas-
sification. With clean signals, the STUs show better generalization capabilities
and perform better than a nearest neighbor on the input layer (Fig. 5 a.). For
noisy signals, the STUs are slightly worse, however, at a strong reduction of
representational complexity.
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With a simple linear time scaling our system only outperforms Sphinx-4
in noisy conditions but shows inferior performance on clean data. When Dy-
namic Time Warping is used to properly scale the signals, the STUs improve
the already good performance obtained directly after the preprocessing in all
the cases and our system outperforms Sphinx-4 even for clean signals (Fig.
5 b.). With clean data Sphinx obtains a 3.1% Word Error Rate (WER), our
system achieves 0.9% WER with the DTW and 5.4% without the DTW. Fig-
ure 6 shows that the performance is very similar when adding white or factory
noise.

6 Discussion and Summary

In this paper, we presented a novel approach to speech recognition interpreting
spectrograms as images and deploying a hierarchical object recognition system.
To optimize the main free parameters of the system, we used an evolutionary
algorithm which allows us to quickly change the system without the need for
manual parameter tuning.

We could show that our system performs better than a state of the art system
in noisy conditions even when we applied a simplistic linear scaling of the input
for time alignment. When we aligned the current utterance with the DTW to
a known representation in an optimal non-linear way, we obtained better than
state of the art results for all cases tested. However, in its current form the DTW
makes use of information not available in real situations.

From this we conclude that our architecture and the underlying features are
more robust against noise than the commonly used mel frequency cepstral coef-
ficients (MFCCs). This robustness against noise is very important for real world
scenarios which are usually characterized by significant background noise and
variations in the recording conditions. A similar robustness was also observed
for visual recognition in clutter scenes [8].

Our comparison between the linear scaling and the DTW shows that the
performance of the model could be significantly improved by better temporal
alignment. We therefore consider methods for improving this alignment as in-
teresting future research directions.

The complexity of our recognition task is very low. Therefore, it remains an
open question how our system will scale to more complex tasks. We can expect
that our system generalizes well to larger vocabulary. In fact, the high dimen-
sionality and the sparseness of the vector space at the output of the combination
layer should allow to train STUs for a large number of syllables.

In order to process continuous speech, syllable segmentation is required. One
way to obtain this segmentation is to implement a syllable segmentation system
prior to the recognition. This would allow to keep the advantages of the recog-
nition hierarchy: its fast implementation and the capacity to train or update
STUs on the fly. Another possibility is to use the architecture as a front-end for
Hidden Markov Models similarly to [17].
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Abstract. Support Vector Machines (SVMs) are state-of-the-art meth-
ods for machine learning but share with more classical Artificial Neural
Networks (ANNs) the difficulty of their application to input patterns of
non-fixed dimension. This is the case in Automatic Speech Recognition
(ASR), in which the duration of the speech utterances is variable. In this
paper we have recalled the hybrid (ANN/HMM) solutions provided in
the past for ANNs and applied them to SVMs performing a comparison
between them. We have experimentally assessed both hybrid systems
with respect to the standard HMM-based ASR system, for several noisy
environments. On the one hand, the ANN/HMM system provides better
results than the HMM-based system. On the other, the results achieved
by the SVM/HMM system are slightly lower than those of the HMM
system. Nevertheless, such a results are encouraging due to the current
limitations of the SVM/HMM system.

Keywords: Robust ASR, Additive noise, Machine Learning, Hybrid
systems, Artificial Neural Networks, Support Vector Machines, Hidden
Markov Models.

1 Introduction

Hidden Markov Models (HMMs) have become the most employed core technique
for Automatic Speech Recognition (ASR). After several decades of intense re-
search work in the field, it seems that HMM-based ASR systems are very close
to reach their limit of performance. Some alternative approaches, most of them
based on Artificial Neural Networks (ANNs), were proposed during the late eight-
ies and early nineties. Among them, it is worth to mention hybrid ANN/HMM
systems (see [1] for an overview), since the reported results were comparable or
even slightly superior to those achieved by HMMs.

On the other hand, during the last decade, a new tool appeared in the field of
machine learning that has proved to be able to cope with hard classification prob-
lems in several fields of application: the Support Vector Machines (SVMs) [2]. The
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SVMs are effective discriminative classifiers with several outstanding characteris-
tics, namely: their solution is that with maximum margin; they are capable to deal
with samples of a very high dimensionality; and their convergence to the minimum
of the associated cost function is guaranteed.

Nevertheless, it seems clear that the application of these kernel-based ma-
chines to the ASR problem is not straightforward. In our opinion, there are
three main difficulties to overcome: 1) SVMs are originally static classifiers and
have to be adapted to deal with the variability of duration of speech utter-
ances; 2) the SVMs were originally formulated as binary classifiers while the
ASR problem is multiclass; and 3) current SVM training algorithms are not able
to manage the huge databases typically used in ASR. In order to cope with
these difficulties, some researchers have suggested hybrid SVM/HMM systems
[3,4], that notably resemble the previous hybrid ANN/HMM systems ([5]). In
this paper we comparatively describe both types of hybrid systems (SVM/ and
ANN/HMM), highlighting both their common fundamentals and their special
characteristics, and conduct an experimental performance comparison for both
clean and noisy speech recognition tasks.

2 Hybrid Systems for ASR

As a result of the difficulties found in the application of ANNs to speech recogni-
tion, mostly motivated by the duration variability of the speech instances corre-
sponding to the same class, a variety of different architectures and novel training
algorithms that combined both HMMs with ANNs were proposed in the late
eighties and early nineties. For a comprehensive survey of these techniques see
[1]. In this paper, we have focused on those that employ ANNs (and SVMs)
to estimate the HMM state posterior probabilities proposed by Bourlard and
Morgan ([5,6]).

The starting point for this approach is the well-know property of using feed-
forward networks such as multi-layer perceptrons (MLPs) for estimating a-
posteriori probabilities given two conditions: 1) there must be high enough num-
ber of input samples to train a good approximation between the input and output
layers; and 2) a global minimum error criterion must be used to train the network
(for example, mean square error or relative entropy).

The fundamental advantage of this approach is that it introduces a discrim-
inative technique (ANN) into a generative system (HMM) while retaining their
ability to handle the temporal variability of the speech signal.

However, this original formulation had to be modified to estimate the true
emission (likelihood) probabilities by applying the Bayes’ rule. Therefore, the a-
posteriori probabilities should be normalized by the class priors to obtain what is
called scaled likelihoods. This fact was further reinforced by posterior theoretical
developments in the search of a global ANN optimization procedure (see [7]).

Thus, systems of this type keep being locally discriminant given that the
ANN was trained to estimate a-posteriori probabilities. However, it can also be
shown that, in theory, HMMs can be trained using local posterior probabilities
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as emission probabilities, resulting in models that are both locally and globally
discriminant. The problem is that there are generally mismatches between the
prior class probabilities implicit to the training data and the priors that are
implicit to the lexical and syntactic models that are used in recognition. In fact,
some experimental results show that for certain cases the division by the priors
is not necessary [7].

Among the advantages of using hybrid approaches we highlight the following
(from [7]):

– Model accuracy: both MLPs and SVMs have more flexibility to provide
more accurate acoustic models including the possibility of using different
combinations of features as well as different sizes of context.

– Local discrimination ability (at a frame level) provided by MLPs.
– Parsimonious use of parameters: all the classes share the same ANN param-

eters.
– HMMs and MLPs exhibit complementary abilities for ASR tasks, which lead

to higher recognition rates.

3 Experimental Setup

3.1 Database

We have used the well-known SpeechDat Spanish database for the fixed tele-
phone network [8]. This database comprises recordings from 4000 Spanish speak-
ers recorded at 8 KHz over the fixed PSTN using an E-1 interface, in a noiseless
office environment.

In our experiments we have used a large vocabulary (more than 24000 words)
continuous speech recognition database. The training set contains approximately
50 hours of voice from 3146 speakers (71000 utterances). The callers spoke 40
items whose contents are varied, comprising isolated and connected digits, nat-
ural numbers, spellings, city and company names, common applications words,
phonetically rich sentences, etc. Most items are read and some of them are
spontaneously spoken. The test set, corresponding to a connected digits task,
contains approximately 2122 utterances and 19855 digits (5 hours of voice) from
499 different speakers.

3.2 Parameterization

In our experiments we have used the classical parameterization based on 12
MFCCs (Mel-Frequency Cepstral Coefficients) plus energy, and the first and
second derivatives. These MFCCs are computed every 10 ms using a time window
of 25 ms. Thus, the resulting feature vectors have 39 components. In this work,
we have considered a per-utterance normalization, that is, every parameter is
normalized in mean and variance according to the following expression:

x̂i [n] =
xi [n] − μf

σf
, (1)
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where xi [n] represents the ith component of the feature vector corresponding
to frame n, μf is the estimated mean from the whole utterance, and σf is the
estimated standard deviation. As a result, per-utterance normalization will be
more appropriate in the case of noisy environments where training and testing
conditions do not match.

3.3 Database Contamination

We have tested our systems in clean conditions and in presence of additive noise.
For that purpose, we have used two different kinds of noises (white and babble)
extracted from the NOISEX database [9]. These noises have been added to the
clean speech signals at four different signal-to-noise ratios (SNRs), namely: 12
dB, 9 dB, 6 dB and 3 dB. Only the testing subset has been corrupted in the
way previously stated, whereas the acoustic models (GMMs (Gaussian Mixture
Models) in the case of the baseline HMM system and the MLPs and the SVMs
in the case of the hybrid systems) have been estimated or trained using only
clean speech.

3.4 Baseline Experiment with HMMs

The recognition rates achieved by a left-to-right HMM-based recognition system
based in the COST-249 SpeechDat Reference Recognizer will be our reference re-
sults. We use 18 context-dependent phones (this is the number of phones usually
used for digits recognition tasks in Spanish) with 3 states per phone. Emission
probabilities for each state were modeled by a mixture of 32 Gaussians.

3.5 Experiments with Hybrid Recognition Systems

In this work we consider two different hybrid recognition systems, an ANN/HMM
system and a SVM/HMM one. Both of them use a Viterbi decoder with a-
posteriori probabilities as local scores as discussed in section 2.

The whole hybrid recognition system is composed of two stages. The first one
estimates initial evidences for phones in the form of a-posteriori probabilities
using an MLP or an SVM. The second stage consists of a classical Viterbi decoder
where we replace the likelihoods estimates provided by the reference HMM-based
recognition system by the posteriors obtained in the first stage.

For the hybrid systems presented in this paper, we have partitioned every
phone into three segments. For this purpose, we have obtained a segmenta-
tion of the training database by performing a forced alignment with the HMM
baseline system, considering each segment delimited by the state transitions. Ex-
perimental results with both ANN/HMM and SVM/HMM hybrid systems show
significant improvements in the word recognition rate due to the use of three
classes per phone, especially for the case of the SVM-based system (see [4]).

Whereas the reference HMM-based recognition system uses the whole train-
ing data set (71000 utterances), the hybrid SVM-based recognition system only
uses a small portion of the available training data, due to a practical limitation
regarding the number of training samples that the SVM software can consider.
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Thus, in order to compare the two hybrid systems, we decided to use the same
small quantity of training data in the ANN/HMM hybrid system, although we
also obtained some results using the whole training data set. Therefore, we have
considered useful to evaluate the evolution of the accuracy of each system per-
forming incremental tests using balanced subsets of the available training data
set (equal number of frames per class -three classes per phone-, randomly selected
from the whole training set), between 250 and 20000 frames per class.

Experiments with ANNs. A posteriori probabilities used by the Viterbi de-
coder are obtained using a MLP trained on either a smaller version of the training
data set or the whole training data set, as we mentioned before. The MLP has
one hidden layer with 1800 units. There are 39 input units corresponding to the
feature vector dimension described in section 3.2, and 54 output units, each of
them corresponding to one of the three parts of the 18 phones considered, as we
described in section 3.5. The MLP is trained using the relative entropy criterion
and the back-propagation factor μ was experimentally fixed at 0.02 by using a
separate tuning set.

Experiments with SVMs. In this case, a multiclass SVM (using the 1-vs-1
approach) is used to estimate posteriors for each frame using Platt’s approx-
imation ([10]). The SVM uses a RBF (Radial Basis Function) kernel whose
parameter, γ, must be tuned by means of a cross-validation process, as well as
a parameter C, which establishes a compromise between error minimization and
generalization capability in the SVM. The values we have used in our experi-
ments are C = 2 and γ = 0.03125 also obtained empirically using the tuning
set we already mentioned in 3.5. For more details about the hybrid SVM/HMM
system, please refer to [4].

4 Results and Discussion

This section is devoted to the presentation and discussion of the results obtained
by the systems described in the previous section.

Preliminary experiments show a similar behaviour of both SVMs and ANNs
at a frame classification level. We can also see in figure 1 that better results are
achieved when more samples are added to the training database, up to a final
frame recognition rate around 72% obtained for the maximum number of input
samples that our SVM-based system can handle (1080000, 20000 frames per
class). Nevertheless, when we use our MLP-based system, that can handle the
whole (and not balanced) set of input samples (16378624 frames), we manage to
improve this frame recognition rate up to 78.47%. Similar behaviour is expected
for the SVM/HMM hybrid system if the employed software could process such
an amount of input samples.

We compare our hybrid systems to the standard HMM-based speech recog-
nition system at word and sentence levels, in the different noise environments
described in section 3.3. We can see in figures 2 and 3 the Word Recognition
Rate (WRR) and the Sentence Recognition Rate (SRR), respectively, of the
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Fig. 1. Frame recognition rate of ANNs and SVMs
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Fig. 2. Word recognition rate of HMMs and Hybrid ANN- and SVM-based systems

three systems. Thus, we can notice that, using only a 6.6% of the available data
samples, our hybrid systems get results which are comparable or even better
(in the case of the ANN/HMM system) than the standard HMM-based system
trained using the entire database.
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Fig. 3. Sentence recognition rate of HMMs and Hybrid ANN- and SVM-based systems

The SVM software used in the experiments [11], which requires to keep the
kernel matrix in memory, is the responsible for the limit in the SVM/HMM
training data set. However, without this restriction, we have observed in the
ANN/HMM system that the more samples we add to the training database,
the higher is the improvement in WRR and SRR with regard to the baseline
HMM-based system, as we could see at the frame classification level.

In addition, as we have stated in Section 2, both SVMs and ANNs provide
a-posteriori probabilities to the Viterbi decoder, whereas what we really need
(and HMMs compute) are likelihoods [5]. We tried to use likelihoods in the
ANN/HMM system, but we achieved worse results than that of posterior proba-
bilities in all the cases except for the case we train the ANN/HMM hybrid using
the entire database. If we analyze these results, we can see that, in fact, when
we train the MLP using a balanced set of samples, the a-priori probability is the
same for all the classes and posteriors provided by the MLP are actually scaled
likelihoods.

5 Conclusions

The clear success of SVMs classifiers in several fields of application has called
the attention of researchers in the field of ASR. The first attempts to use SVMs
for connected-digit recognition have resulted in hybrid SVM/HMM systems [4]
that resemble the hybrid systems based on ANN proposed during the last decade.
Consequently, it becomes relevant to compare the performance achieved by both
types of systems. Furthermore, since the robustness of the ASR systems is one
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of the current open problems, the comparative assessment of hybrid systems
should be carried out in a noisy environment. The ANN/HMM and SVM/HMM
hybrid systems presented in this work are inspired in the work due to Bourlard
and Morgan [5]. Our more significant contribution with respect to this reference
consists of using sub-phone units. Specifically, three classes (parts) per phone
are considered instead of one.

Some limitations regarding the publicly available software implementation of
the SVMs have prevented us to train our hybrid SVM/HMM ASR system using
the whole training set. Therefore, in order to carry out a fair comparison, the
hybrid ANN/HMM has been trained using the same small subset of the training
set. In this conditions, the achieved results can be summarized as follows:

– The hybrid ANN/HMM system provides slightly better results than the
HMM-based system used as reference, for all the noise types and SNR values
considered.

– The performance of the hybrid SVM/HMM system is slightly lower than
that of the HMM-based system.

In our opinion these results are encouraging. On the one hand, the hybrid
ANN/HMM system using sub-phone units turns out to be competitive. On the
other hand, though the design of the hybrid SVM/HMM system is still pre-
liminar, it has reached a reasonable level of performance. In particular, as can
be expected from previous results in an isolated-digit recognition task [12], the
maximum margin principle used for its training can make an important differ-
ence in noisy environment. For that purpose, several issues should be addressed;
for example: the possibility to incorporate more training samples, the addition
of a wider temporal context in the feature vectors and the selection of appro-
priate feature sets. Besides, hybrid systems are more amenable for its use with
different types of parameterizations that do not comply with the restrictions of
independence imposed by HMMs. This could result advantageous in the search
of robustness.
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Abstract. Automatic speech recognition mainly relies on hidden Markov
models (HMM) which make little use of phonetic knowledge. As an alter-
native, landmark based recognizers rely mainly on precise phonetic knowl-
edge and exploit distinctive features. We propose a theoretical framework
to combine both approaches by introducing phonetic knowledge in a non
stationary HMM decoder. To demonstrate the potential of the method,
we investigate how broad phonetic landmarks can be used to improve a
HMM decoder by focusing the best path search. We show that, assuming
error free landmark detection, every broad phonetic class brings a small
improvement. The use of all the classes reduces the error rate from 22 % to
14 % on a broadcast news transcription task. We also experimentally val-
idate that landmarks boundaries does not need to be detected precisely
and that the algorithm is robust to non detection errors.

1 Data-Driven vs. Knowledge-Based Speech Recognition

In hidden Markov models (HMM) based speech recognition systems, the decod-
ing process consists in compiling a graph which includes all the available sources
of knowledge (language model, pronunciations, acoustic models) before finding
out the best path in the graph in order to obtain the best word sequence

ŵ = argmax
w

p(y|w)p(w) . (1)

At the acoustic level, this approach relies on data-driven methods that learn from
examples. Therefore, integrating explicit phonetic knowledge in such systems is
difficult.

Alternately, various studies aim at explicitly relying on phonetic knowledge
to represent the speech signal for automatic speech recognition [1,2,3]. These
approaches are most of the time based on the extraction of a set phonetic fea-
tures, a.k.a. landmarks, on top of which a model, either rule based or statistical
based, is build for the purpose of recognition. Phonetically-driven ASR relies on
fine grain phonetic features such as onset and offset times [2] and distinctive fea-
tures [1,3]. However, in practice, automatically detecting such features might be
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difficult and error prone, in particular in the case of noisy signals or spontaneous
speech.

This work presents a preliminary study which aims at bridging these two
paradigms in order to make use of explicit phonetic knowledge in the framework
of HMM. While landmark-based systems use phonetic landmarks as a feature
describing the signal, the idea of our approach is to use landmarks in order to
guide the search for the best path during Viterbi decoding in an HMM-based
system. Hence, prior knowledge on the nature of the signal is used as anchor
points during decoding. We will use indistinctly the two terms landmark and
anchor to designate constraints on the search.

The aim of this study is twofold. The first aim is to define a theoretical frame-
work to incorporate phonetic knowledge in HMM based systems using anchor
points and to experimentally validate this approach. This framework allows for
uncertainty in the landmark detection step, though this is not validated in the
study as of now. The second aim is to study which landmarks effectively com-
plements the data-driven knowledge embedded in HMM systems. We believe
that detecting fine grain phonetic features is a particularly challenging problem
– in spite of recent promising results on the detection of distinctive features,
see e.g. [4,5,3] – while detecting broad phonetic features can be achieved with
reasonably good performance [6,7,8]. Hence, to avoid problems related to the
detection of fine grain features, we investigate if, and to what extent, broad
phonetic landmarks can help.

In this paper, we first extend the Viterbi algorithm in order to incorporate
prior knowledge carried out by landmarks. We then study the impact of broad
phonetic landmarks in an ideal setting where landmarks are manually detected,
with an emphasis on the temporal precision of the landmarks. Finally, we discuss
actual landmark detection.

2 Landmark-Driven Viterbi Decoding

Most HMM-based systems rely on the Viterbi algorithm in order to solve (1),
along with pruning techniques to keep the search tractable for large vocabular-
ies. We briefly recall the basics of the Viterbi algorithm before extending this
algorithm for the integration of phonetic anchors.

2.1 Beam-Search Viterbi Decoding

The Viterbi algorithm aims at finding out the best alignment path in a graph
using dynamic programming (DP) on a trellis. The DP algorithm proceeds in-
crementally by searching for the best hypothesis reaching the state (j, t) of the
trellis according to

S(j, t) = max
i

S(i, t − 1) + αij + ln(p(yt|j)) , (2)
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where j is the state in the decoding graph and t the frame index in the obser-
vation sequence. In (2), αij denotes the weight for the transition from state i
to j in the graph while p(yt|j) denotes the likelihood of the feature vector yt

conditional to state j. Hence, S(i, t) represents the score of the best partial path
ending in state i at time t.

In practice, not all paths are explored in order to keep the algorithm tractable
on large decoding graphs. Unlikely partial hypotheses are pruned according to
the score of the best path ending at time t.

2.2 Introducing Landmarks

Landmarks can be considered as hints on the best path. For example, if a land-
mark indicates that a portion of an utterance corresponds to a vowel, then we
can constrain the best path to be consistent with this piece of information since
nodes in the decoding graph are linked to phonemes. One easy way to do this
is to penalize, or even prune, all the paths of the trellis which are inconsistent
with the knowledge brought by the landmark. Assuming confidence measures
are associated with the landmarks, the penalty should be proportional to the
confidence.

Formally, the above principle can be expressed using non-stationary graphs,
i.e. graphs whose transition weights are dependent on time. The idea is that if
a transition leading to state (i, t) of the trellis is inconsistent with the landmark
knowledge, then the transition cost increases. In order to do this, we replace
in (2) the transition weights αij by

αij(t) = αij − λ(t) Ij(t) . (3)

Ij(t) is an indicator function whose value is 0 if node j is compatible with the
available anchor information and 1 otherwise. The penalization term λ(t) > 0
reflects the confidence in the anchor available at time t, if any. Hence, if no anchor
is available or if a node is consistent with the anchor, no penalty is applied. In
the opposite case, we apply a penalty where the higher the confidence in the
landmark, the higher the penalty. In the ideal case where landmark detection
is perfect, setting λ(t) = ∞, enables to actually prune paths inconsistent with
the landmarks. In (3), one can notice that the penalty term only depends on
the target state j and hence the proposed scheme is equivalent to modifying the
state-conditional probability p(yt|j) to include a penalty. However, introducing
the penalty at the transition level might be useful in the future to introduce
phonological constraints or word-level constraints.

A by product of the proposed method is that decoding should be much faster
with landmarks as adding a penalty will most likely result in inconsistent paths
being pruned.

In this preliminary study, we use manually detected landmarks in order to
investigate whether or not broad phonetic landmarks can help and to what
extent in an ideal case. We will therefore set λ(t) = ∞, ∀t in all the experiments
described in section 4.
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3 Baseline System

Before describing the experiments, we briefly present the data and baseline sys-
tem used.

Experiments are carried out on a radio broadcast news corpus in the French
language. The data used is a 4 hour subset of the development data for the
ESTER broadcast news rich transcription evaluation campaign [9]. The corpus
mostly contains high-fidelity planned speech from professional radio speakers.
Interviews, however, contain more spontaneous speech from non professional
speakers, sometimes in degraded acoustic conditions.

The entire data set was labeled phonetically based on the reference ortho-
graphic transcription, using our ASR system to select pronunciation variants.

Two reference systems were used in this study. Both systems are two-pass
systems where a first pass aims at generating a word graph which is then rescored
in a second pass with more sophisticated acoustic models. The two systems differ
in the complexity of the acoustic models used for the word graph generation:
context-independent models are used in the first system while word-internal
context-dependent ones are used in the second one. Clearly, using landmarks to
guide the decoding is more interesting when generating the word graph as it
should enable better and smaller word graphs which already take into account
the landmark knowledge. Therefore, the reason for comparing two systems for
word graph generation is to determine to what extent phone models capture
broad phonetic information.

Both transcription passes are carried out with a trigram language model.
Monophone acoustic models have 114 states with 128 Gaussians per state while
the word-internal triphone models have 4,019 distinct states with 32 Gaussians
each. Cross-word triphones models are used for word graph rescoring, with about
6,000 distinct states and 32 Gaussians per state.

4 Broad Phonetic Landmarks

The experiments described in this section are performed using manually de-
tected broad phonetic landmarks, the goal being to measure the best expected
gain from the use of such landmarks. The main motivation for using this type
of landmarks, as opposed to distinctive features, is that we believe that reli-
able and robust automatic broad phonetic landmark detectors can be build.
For example, in [6,7,8] (to cite a few), good results are reported on the de-
tection of nasals and vowels. Fricatives also seems relatively easy to detect
using energy and zero crossing rate information. Moreover, we observed that,
most of the time, the heap of active hypotheses in the ASR system contains
hypotheses corresponding to different broad phonetic classes. Though this is
normal since hypotheses correspond to complete partial paths rather than to
local decisions, this observation indicates that a better selection of the ac-
tive hypotheses based on (locally detected) landmarks is bound to improve the
results.
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Table 1. Word error rate (in %) as a function of the landmarks used. The landmark
ratio indicates the amount of signal (in %) for which a landmark is available.

landmarks none all VSF vow. stop fri. nas. gli.

landmark ratio 43.6 34.6 18.3 9.0 7.3 2.8 6.2

monophones passe 1 29.2 15.3 21.7 26.6 26.5 27.5 27.8 25.1

passe 2 22.3 13.9 17.6 21.2 20.7 21.0 21.5 20.1

triphones passe 1 27.3 19.6 23.9 27.0 26.3 26.0 26.4 24.9

passe 2 21.3 15.0 18.2 20.7 20.4 20.3 20.7 19.6

4.1 Landmark Generation

Five broad phonetic classes are considered in this study, namely vowels, frica-
tives, stops, nasal consonants and glides. Landmarks are generated from the
available phonetic alignments obtained from the orthographic transcription. For
each phone, a landmark corresponding to the broad phonetic class to which the
phone belongs is generated, centered on the phone segment. The landmark dura-
tion is proportional to the phone segment length. In the first set of experiments,
the landmark length is set to 50% of the phone segment length. We study in
section 4.3 the impact of the landmark duration.

4.2 Which Landmarks?

The first question to answer is what is the optimal improvement that can be
obtained using each broad phonetic class separately. Results are given in table 1
for the monophone and triphone systems after the first and second pass, with
each landmark type taken separately. Results using all the landmarks or only
vowel, stop and fricative landmarks are also reported.

Results show a small improvement for each type of landmarks, thus clearly
indicating that the transcription system is not misled by phones from a particu-
lar broad phonetic class. The best improvement is obtained with landmarks for
glides, that correspond to highly transitory phones which are difficult to model,
in particular because of co-articulation effects. More surprisingly, vowel land-
marks yield a small but significant improvement, in spite of the fact that the
phone models used in the ASR system do little confusions between vowels and
other phones. This result is due to the fact that the DP maximization not only
depends on the local state-conditional probabilities but also on the score of the
entire path resulting in an hypothesis. In other words, even if the local probabil-
ities p(yt|i) are much better for states corresponding to a vowel than for states
corresponding to some other class, some paths, incompatible with the knowledge
of a vowel landmark, might get a good cumulated score and are therefore kept in
the heap of active hypotheses. Using the landmark-driven version of the Viterbi
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algorithm actually removes such paths from the search space, thus explaining
the gain obtained with vowel landmarks.

Clearly, using all the available landmarks strongly improves the WER for both
systems, the improvement being unsurprisingly better for the monophone-based
system. One interesting point to note is that, when using all the landmarks, the
two systems exhibit comparable levels of performance, with a slight advantage
for the monophone system. This advantage is due to the fact that the word graph
generated with the monophone system contains more sentence hypotheses than
the one generated with the triphone system, though both graphs have roughly
the same density. A last point worth noting is the rather good performance
obtained after the first pass using the monophone system. This result suggest
that combining landmark-driven decoding with fairly simple acoustic models can
provide good transcriptions with a limited amount of computation. Indeed, the
average number of active hypotheses, and hence the decoding time, is divided
by a factor of four when using landmarks.

In a practical setting, the reliable detection and segmentation of a signal
into broad phonetic classes is somewhat unrealistic, the detection of nasals and
glides being a rather difficult problem. However, detecting vowels, stops and
fricatives seems feasible with a great accuracy. We therefore report results using
only landmarks from those three classes (VSF results in table 1). Using such
landmarks, a nice performance gain can still be expected, in particular with a
monophone-based word graph generation.

These results show the optimal gain that can be obtained using broad phonetic
landmarks as anchors in a Viterbi decoding, thus justifying further work on
landmark detection.

4.3 Landmark Precision

Two questions arise regarding the precision of the landmark detection step.
The first question is to determine whether a precise detection of the landmark
boundaries is necessary or not. The second question concerns the robustness to
detection errors of the proposed algorithm.

Temporal Precision. Table 2 shows the word error rate for the two systems
as a function of the landmark extent, where the extent is defined as the relative
duration with respect to the phone used to generate the landmark. An extent
of 10 therefore means that the duration of a landmark is 0.1 times that of the
corresponding phone. All the landmarks are considered in these experiments.
Unsurprisingly, the longer the landmarks, the better the transcription. It was
also observed that longer landmarks reduce the search space and yield smaller,
yet better, word graphs. In spite of this, most of the improvement comes from
the fact that landmarks are introduced, no matter their extent. Indeed, with
a landmark extent of only 5 %, the word error rate decreases from 22.3% to
14.3% with the monophone system. When increasing the landmark extent to
50%, the gain is marginal, with a word error rate of 13.9%. Note that with an
extent of 5%, the total duration of landmarks corresponds to 4.4% of the total
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Table 2. WER (in %) as a function of the landmark duration

extent (in %) 0 5 10 20 30 40 50 60

monophones 22.3 14.3 14.4 14.3 – 14.2 13.8 13.5

triphones 20.7 – 15.2 15.1 15.0 14.8 14.4 14.3

duration of the signal, and therefore landmark-based pruning of the hypotheses
heap happens only for 4.4% of the frames. Similar conclusions were obtained
using only the vowel landmarks. This is a particularly interesting result as it
demonstrates that landmark boundaries do not need to be detected precisely.
Reliably detecting landmarks on some very short portion of the signal (one or
two frames) is sufficient to drive a Viterbi decoder with those landmarks.

Robustness to non-detection errors. In the absence of confidence mea-
sures, landmark-driven Viterbi is highly sensitive to detection errors. Clearly,
false alarms, i.e. insertion and confusion errors, have detrimental effects on the
system. However, miss detection errors are less disastrous. Therefore, automatic
broad phonetic landmark detection systems should be designed to have as low
as possible a false alarm rate. However, lower false alarm rates unfortunately
imply higher miss detection rates. We tested the robustness of our landmark-
driven decoder by simulating miss detection errors at various rates, assuming a
uniform distribution of the errors across the five broad phonetic classes. Results
show that the word error rate is a linear function of the miss detection rate.
For example, with the monophone system, the word error rate is 17.9% (resp.
15.8%) for a miss detection error rate of 50% (resp. 25%).

5 Discussion

The preliminary experiments reported in this paper are encouraging and prove
that integrating broad phonetic landmarks in a HMM-based system can dras-
tically improve the performance, assuming landmarks can be detected reliably.
These results also validate the proposed paradigm for the integration of various
sources of knowledge: phonetic knowledge via landmarks and data-driven knowl-
edge acquired by the HMM. However, results are reported in an ideal laboratory
setting where landmark detection is perfect. The first step is therefore to work
on robust detectors of broad phonetic landmarks, at least for vowels, stops and
fricatives, in order to validate the proposed paradigm in practical conditions.

Experiments carried out with broad phonetic segmentation using HMM on
top of cepstral coefficients, along with a trigram model, resulted in an accuracy
of 76.6 which did not prove sufficient to provide reliable landmarks. Indeed,
landmarks extracted from this segmentation with a landmark extent of 20%
are incorrectly labeled for 10.8% of the time, which resulted in a small increase
of the WER from 22.3 to 23.2% with vowels, stops and fricative landmarks.
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However, the segmentation system is naive in the sense that it relies on the
same features and techniques than the ASR system and therefore does not bring
any new information. Still, HMM based broad phonetic segmentation used as is
does not seem reliable enough for landmark detection. Promising results were
obtained with support vector machines applied to the classification of isolated
frames into broad phonetic classes with miss rates between 2 and 5 % for a
false alarm rate of 0.5%. These results still need to be improved – for example
using additional features on top of cepstral coefficients, context frames, boosting
strategies, etc. – in order to use SVM scores either to directly detect landmarks
or to validate landmarks from an existing segmentation.

Finally, let us conclude this discussion with two remarks. First, we believe that
mixing the landmark paradigm with data-driven methods offers a great potential
to tackle the problem of robustness. In this sense, broad phonetic landmarks
seem a reasonable choice to achieve robustness. Second, the proposed framework
is not limited to ASR. The framework offers a way to integrate knowledge in a DP
algorithm in a general way and has many application fields such as multimodal
fusion or audiovisual speech recognition.
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Abstract. This paper presents a hybrid technique combining the
Karhonen-Loeve Transform (KLT), the Multilayer Perceptron (MLP)
and Genetic Algorithms (GAs) to obtain less-variant Mel-frequency pa-
rameters. The advantages of such an approach are that the robustness
can be reached without modifying the recognition system, and that nei-
ther assumption nor estimation of the noise are required. To evaluate
the effectiveness of the proposed approach, an extensive set of continu-
ous speech recognition experiments are carried out by using the NTIMIT
telephone speech database. The results show that the proposed approach
outperforms the baseline and conventional systems.

1 Introduction

Adaptation to the environment changes and artifacts remains one of the most
challenging problems for the Continuous Speech Recognition (CSR) systems.
The principle of CSR methods consists of building speech sound models based
on large speech corpora that attempt to include common sources of variability
that may occur in practice. Nevertheless, not all situations and contexts can be
exhaustively covered. As speech and language technologies are being transferred
to real applications, the need for greater robustness in recognition technology
becomes more apparent when speech is transmitted over telephone lines, when
the signal-to-noise ratio (SNR) is extremely low, and more generally, when ad-
verse conditions and/or unseen situations are encountered. To cope with these
adverse conditions and to achieve noise robustness, different approaches have
been studied. Two major approaches have emerged. The first approach consists
of preprocessing the corrupted speech input signal prior to the pattern matching
in an attempt to enhance the SNR. The second approach attempts to establish
a compensation method that modifies the pattern matching itself to account for
the effects of noise. Methods in this approach include noise masking, the use of
robust distance measures, and HMM decomposition. For more details see [5].
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As an alternative approach, we propose a new enhancement scheme based
on the combination of subspace filtering, the Multilayer Perceptron (MLP) and
Genetic Algorithms (GAs) to obtain less-variant Mel-frequency parameters. The
enhanced parameters are expected to be insensitive to the degradation of speech
signals due to telephone-channel degradation. The main advantages of such an
approach over the compensation method are that the robustness can be reached
without modifying the recognition system, and without requiring assumption or
estimation of the noise.

This paper is organized as follows. In section 2, we describe the basis of the
signal subspace approach, namely the Karhonen-Loeve Transform (KLT) and the
extension we proposed to enable the use of the technique in the Mel-frequency
space. In section 3, we briefly describe the principle of MLP-based enhacement
method. Then, we proceed in section 4 with the description of the evolutionary-
based paradigm that we introduced to perform noise reduction. In section 5, we
evaluate the hybrid MLP-KLT-GA-based front-end technique in the context of
telephone speech. Finally, in section 6, we conclude and discuss our results.

2 Signal and Mel-frequency Subspace Filtering

The principle of the signal subspace techniques is based on the construction
of an orthonormal set of axes. These axes point in the directions of maximum
variance, thus forming a representational basis that projects on the direction
of maximum variability. Applied in the context of noise reduction, these axes
enable decomposing the space of the noisy signal into a signal-plus-noise sub-
space and a noise subspace. The enhancement is performed by removing the
noise subspace and estimating the clean signal from the remaining signal space.
The decomposition of the space into two subspaces can be performed by using
KLT (eigendecomposition). Let x = [x1,x2, ...,xN]T be an N -dimensional noisy
observation vector which can be written as the sum of an additive noise distor-
tion vector w and the vector of clean speech samples s. The noise is assumed
to be uncorrelated with the clean speech. Further, let Rx, Rs, and Rw be the
covariance matrices from x, s, and w respectively. The eigendecomposition of
Rs is given by Rs = QΛsQT where Λs= diag(λs1, λs2, ...., λsN) is the diagonal
matrix of eigenvalues given in a decreasing order. The eigenvector matrix Q of
the clean speech covariance matrix is identical to that of the noise. Major signal
subspace techniques assume the noise to be white with Rw = σ2

wI where σ2
w is

the noise variance and I the identity matrix. Thus, the eigendecomposition of
Rx is given by: Rs = Q(Λs + σ2

wI)QT. The enhancement is performed by as-
suming that the clean speech is concentrated in an r < N dimensional subspace,
the so-called signal subspace, whereas the noise occupies the N − r dimensional
observation space. Then the noise reduction is obtained by considering only the
signal subspace in the reconstruction of the enhanced signal. Mathematically
it consists of finding a linear estimate of s given by ŝ = Fx = Fs + Fw where
F is the enhancement filter. This filter matrix F can be written as follows:
F = QrGrQT

r in which the diagonal matrix Gr contains the weighting factors
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gi with i = 1 , ..., r , for the eigenvalues of the noisy speech. Perceptually mean-
ingful weighting functions exist to generate gi . These functions are empirically
guided in order to constitute an alternative choice for gi, which results in a more
or less aggressive noise suppression, depending on the SNR. In [1], the linear
estimation of the clean vector is performed using two perceptually meaningful
weighting functions. The first function is given by :

gi =
[ λxi

λxi + σ2
w

]γ

, i = 1, ..., r, (1)

where γ ≥ 1.
The second function constitutes an alternative choice for gi which results in

a more aggressive noise suppression:

gi = exp
{−νσ2

w

λxi

}
. i = 1, ..., r, (2)

The value of the parameter ν is to be fixed experimentally.
Instead of dealing with the speech signal, we chose to use the noisy Mel-

Frequency Cepstral Coefficients (MFCC) vector C
′

as well. The reason is that
these parameters are suited to speech recognition due to the advantage that
one can derive from them a set of parameters which are invariant to any fixed
frequency-response distortion introduced by either the adverse environments or
the transmission channels [6]. The main advantage of the approach proposed here
is that we do not need to define weighting functions. In this approach, the filter
matrix F can be written as follows: Fgen = QGgenQT in which the diagonal
matrix Ggen contains now weighting factors optimized using genetic operators.
Optimization is reached when the Euclidian distance between the noisy and
clean MFCCs is minimized. To improve the enhancement of noisy MFFCs, we
introduce a preprocessing level which uses the MLP. As depicted in Figure 1, the
noisy (MFCC) vectors C

′
are first enhanced by MLP. Then, a KLT is performed

on the output of MLP, denoted by Ĉ. Finally, the space of feature representation
is reconstructed by using the eigenvectors weighted by the optimal factors of the
Ggen matrix.

3 MLP-Based Enhancement Preprocessing of the KLT

Numerous approaches were proposed in the literature to incorporate acoustic
features estimated by the MLP under noisy conditions [6] [13]. The connectionist
approaches offer inherent nonlinear capabilities as well as easy training from
pairs of corresponding noisy and noise-free signal frames. Because the front end
is very modular, the MLP estimator can be introduced at different stages in the
feature processing stream. For instance, the MLP can estimate robust filterbank
log-energies that will then be processed with the traditional Distrete Cosine
Transform to get the unnormalized cepstral coefficients. Alternatively, we can
estimate the cepstral features directly with an MLP. Yet another possibility
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Fig. 1. The proposed MLP-KLT-GA-based CSR system

is to estimate filterbank log-energies but to measure the feature distortion at
the cepstrum level and optimize the filterbank log-energy estimator accordingly
[13]. The fact that the noise and the speech signal are combined in a nonlinear
way in the cepstral domain led us to choose the second alternative described
above. MLP can approximate the required nonlinear function to some extent
[6]. Hence, the input of the MLP is the noisy MFCC vector C

′
, while the actual

response of the network Ĉ is computed during a training phase by using a
convergence algorithm to update the weight vector in a manner to minimize the
error between the output Ĉ and the desired clean cepstrum value C. The weights
of this network are calculated during a training phase with a back-propagation
training algorithm using a mean square error criterion.

The noisy 13-dimensional vector (12 MFCCs + energy) is fed to an MLP
network in order to reduce the noise effects on this vector. Once the enhanced
vector is obtained, it is fed to the KLT-GA module. This latter module refines
the enhanced vector by projecting its components in the subspace generated
by a genetically weighted version of the eigenvectors of the clean signal. The
motivation behind the use of a second level of enhancement after using the
MLP network is to compensate for the limited power of the MLP network for
enhancement outside the training space [6].

4 Hybrid MLP-KLT-GA Speech Front-end

The KLT processing on the MLP-enhanced noisy vectors Ĉ gives the diagonal
matrix Gr containing the weighting factors gi with i = 1 , ..., r . In the classical
subspace filtering approaches, a key issue is to determine the rank r from which
the high order components (those who are supposed to contain the noise are
removed). In the evolutionary-based method we propose, all components are
used in the optimization process. Only the performance criterion will determine
the final components that are retained to perform the reconstruction of the space
of enhanced features.
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The evolution process starts with the creation of a population of the weight
factors, gi with i = 1 , ...,N , which represent the individuals. The individuals
evolve through many generations in a pool where genetic operators are applied
[4]. Some of these individuals are selected to reproduce according to their perfor-
mance. The individuals’ evaluation is performed through the use of an objective
function. When the fittest individual (best set of weights) is obtained, it is then
use in the test phase to project the noisy data. Genetically modified MFCCs,
their first and second derivatives, are finally used as enhanced features for the
recognition process. As mentioned earlier, the problem of determining optimal r
is not needed, since the GA considers the complete space dimension N.

4.1 Initialization, Termination and Solution Representation

A solution representation is needed to describe each individual in the popula-
tion. For our application, the useful representation of an individual for function
optimization involves genes or variables from an alphabet of floating point num-
bers with values within the variables’ upper and lower bounds, noted (ai , bi)
respectively. Concerning the initialization of the pool, the ideal zero-knowledge
assumption is to start with a population of completely random values of weights.
These values follow an uniform distribution within the upper and lower bound-
aries. The evolution process is terminated when a certain number of maximum
generations is reached. This number corresponds to a convergence of the objec-
tive function.

4.2 Selection Function

A common selection method assigns a probability of selection, Pj , to each indi-
vidual, j, based on its objective function value. Various methods exist to assign
probabilities to individuals. In our application, the normalized geometric ranking
is used [7]. This method defines Pj for each individual by:

Pj =
q(1 − q)s−1

1 − (1 − q)P
, (3)

where q is the probability of selecting the best individual, s is the rank of the
individual (1 is the rank of the best), and P is the population size.

4.3 Crossover

In order to avoid the extension of the exploration domain of the best solution,
a simple crossover operator can be used [7]. It generates a random number l
from a uniform distribution and does an exchange of the genes of the parents (X
and Y) on the offspring genes (X’ and Y’). It can be expressed by the following
equations:

{
X ′ = lX + (1 − l)Y
Y ′ = (1 − l)X + lY.

(4)
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4.4 Mutation

The principle of the non-uniform mutation consists of randomly selecting one
component, xk , of an individual X , and setting it equal to a non-uniform random
number, x ′

k :

x′
k =

{
xk + (bk − xk)f(Gen) if u1 < 0.5
xk − (ak + xk)f(Gen) if u1 ≥ 0.5,

(5)

where the function f(Gen) is given by:

f(Gen) = (u2(1 − Gen

Genmax
))

t

, (6)

where u1 ,u2 are uniform random numbers in the range (0,1), t is a shape pa-
rameter, Gen is the current generation and Genmax is the maximum number of
generations. The multi-non-uniform mutation generalizes the application of the
non-uniform mutation operator to all the components of the parent X.

4.5 Objective Function

The GA must search all the axes generated by the KLT of the MEL-frequency
space to find the closest to the clean MFCCs. Thus, evolution is driven by a
fitness function defined in terms of a distance measure between noisy MFCCs
pre-processed by MLP and projected on a given individual (axis), and the clean
MFCCs. The fittest individual is the axis which corresponds to the minimum
of that distance. The distance function applied to cepstral (or other voice rep-
resentations) refers to spectral distortion measures and represents the cost in a
classification system of speech frames. For two vectors C and Ĉ representing two
frames, each with N components, the geometric distance is defined as:

d(C, Ĉ) = (
N∑

k=1

(Ck − Ĉk)l)

1/l

. (7)

For simplicity, the Euclidian distance is considered (l = 2 ), which turned out
to be a valuable measure for both clean and noisy speech. Note that −d(C, Ĉ) is
used as a distance measure because the evaluation function must be maximized.

5 Experiments and Results

Extensive experimental studies were carried out to characterize the impairment
induced by telephone networks [3]. When speech is recorded through telephone
lines, a reduction in the analysis bandwidth yields a higher recognition error,
particularly when the system is trained with high-quality speech and tested
using simulated telephone speech [9].
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Table 1. Percentages of word recognition rate (%CWrd), insertion rate (%εIns), dele-
tion rate (%εDel), and substitution rate (%εSub) of Mean-normalized MFCCs their
first and second derivatives denoted (CMN), KLT, MLP, MLP-KLT, KLT-GA, and
MLP-KLT-GA CSR systems using (a) 1-mixture, (b) 2-mixture, (c) 4-mixture and (d)
8-mixture tri-phone models. (Best rates are highlighted in boldface.)

%εSub %εDel %εIns %CWrd

No processing 82.71 4.27 33.44 13.02
CMN 79.35 4.24 29.15 17.14
KLT 77.05 5.11 30.04 17.84
MLP 77.03 5.02 28.74 18.18
MLP-KLT 76.84 5.06 28.89 20.17
KLT-GA 58.11 5.28 24.48 39.50
MLP-KLT-GA 52.15 5.07 21.36 43.22

[a] Results using 1-mixture triphone models.

%εSub %εDel %εIns %CWrd

No processing 81.25 3.44 38.44 15.31
CMN 79.36 3.12 37.92 17.81
KLT 78.11 3.81 38.89 18.08
MLP 78.47 3.56 40.78 17.94
MLP-KLT 70.71 3.09 43.02 21.86
KLT-GA 54.01 3.96 49.85 45.03
MLP-KLT-GA 49.78 3.68 49.40 46.48

[b] Results using 2-mixture triphone models.

%εSub %εDel %εIns %CWrd

No processing 78.85 3.75 38.23 17.40
CMN 77.50 3.96 39.87 19.12
KLT 76.27 4.88 39.54 18.85
MLP 75.42 4.05 38.44 19.97
MLP-KLT 70.43 3.98 36.65 22.18
KLT-GA 54.88 3.79 35.46 48.42
MLP-KLT-GA 50.95 3.58 22.98 49.10

[c] Results using 4-mixture triphone models.

%εSub %εDel %εIns %CWrd

No processing 78.02 3.96 40.83 18.02
CMN 77.48 4.95 34.75 19.46
KLT 77.36 5.37 34.62 17.32
MLP 77.13 5.04 32.32 21.58
MLP-KLT 75.29 5.13 33.88 21.72
KLT-GA 55.66 5.46 27.12 47.01
MLP-KLT-GA 47.85 5.86 25.39 50.48

[d] Results using 8-mixture triphone models.
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In our experiments, the training set composed of the dr1 and dr2 subdi-
rectories of the TIMIT database, described in [2], was used to train a set of
clean speech models. The speech recognition system used the dr1 subdirectory
of NTIMIT as test set [2]. HTK, the HMM-based speech recognition system de-
scribed in [12], has been used throughout all experiments. We compared seven
systems: a baseline system where no enhancement processing is done, a system
which performs the Cepstral Mean Normalization (CMN)in order to attenuate
the effect of inserting a transmission channel on the input speech, a KLT-based
system as detailed in [10], a system based on a MLP preprocessing, a hybrid
MLP-KLT system, a hybrid KLT-GA system, and finally, the MLP-KLT-GA-
based CSR system. All the systems use the MFCCs, first and second derivatives
front-end. Note that in our KLT process the mean is globally normalized and
the standard deviation is equal to one.

The architecture of the MLP network consists of three layers. The input layer
consists of 13 neurons, while the hidden layer and the output layer consists
of 26 and 13 neurons, respectively. The input to the network is the noisy 12-
dimensional MFCC vector in addition to the energy. The weights of this network
are calculated during a training phase with a back-propagation algorithm with
a learning rate equal to 0.25 and a momentum coefficient equal to 0.09. The
obtained weight values are then used during the recognition process to reduce
the noise in the enhanced obtained vector that is incorporated into the KLT-GA
module.

To control the run behaviour of a genetic algorithm, a number of parameter
values must be defined. The initial population is composed of 250 individuals and
was created by duplicating the elements of the weighting matrix. The genetic
algorithm was halted after 500 generations. The percentages of crossover rate
and mutation rate are fixed respectively at 28% and 4%. The number of total
runs was fixed at 70. After the GA processing, the MFCCs static vectors are then
expanded to produce a 39-dimensional (static+dynamic) vector upon which the
hidden Markov models (HMMs), which model the speech subword units, were
trained.

We found through experiments that using the MLP-KLT-GA as an approach
to enhance the MFCCs that were used for recognition with N -mixture Gaussian
HMMs for N=1, 2, 4 and 8, using tri-phone models, leads to an important im-
provement in the accuracy of the word recognition rate. A correct rate of 50.48%
is reached by the MLP-KLT-GA-based CSR system when the second best result,
48.42%, is achieved by the KLT-GA. These two systems outperform significantly
the systems that use either MLP or KLT solely or combined together. As found
in [10] [11] in the context of additive car noise, this result confirms that the use
of GAs to optimize the space representation of noisy data leads to more robust-
ness of the CSR process. Note that an important improvement of more than
31% is achieved comparatively to the CMN-based system when the 8-mixture
tri-phone model is used. Expanding to more than 8 mixtures did not improve the
performance. The results in Table 1 show also that substitution and insertion



A Hybrid Genetic-Neural Front-End Extension 177

errors are considerably reduced when the hybrid neural-evolutionary approach
is included, leading to more effectiveness for the CSR system.

6 Conclusion

In this paper, a hybrid genetic-neural front-end was proposed to improve speech
recognition over telephone lines. It is based on an MLP-KLT-GA hybrid en-
hancement scheme which aims to obtain less-variant MFCC parameters under
telephone-channel degradation. Experiments show that use of the proposed ro-
bust front-end processing greatly increases the recognition rate when dr1 and
dr2 TIMIT directories are used for the training and dr1 directory of NTIMIT
for the test. The MLP-KLT-GA system outperforms significantly the systems
that use either MLP or KLT solely or combined together. This indicates that
both neural preprocessing, subspace filtering and GA-based optimization gained
from their combination as front-end for speech recognition over telephone lines.
It is worthy to note that the neural-evolutionary-based technique is less com-
plex than many other enhancement techniques, which need to either model or
compensate for the noise. For further work, many other directions remain open.
Present goals include the improvement of the objective function in order to per-
form the online adaptation of the HMM-based CSR system when it faces new
and unseen contexts and environments.
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Abstract. In this paper we propose a family of Viterbi algorithms specialized for
lexical tree based FSA and HMM acoustic models. Two algorithms to decode a
tree lexicon with left-to-right models with or without skips and other algorithm
which takes a directed acyclic graph as input and performs error correcting de-
coding are presented. They store the set of active states topologically sorted in
contiguous memory queues. The number of basic operations needed to update
each hypothesis is reduced and also more locality in memory is obtained reduc-
ing the expected number of cache misses and achieving a speed-up over other
implementations.

1 Introduction

Most of large vocabulary Viterbi based recognizers (for speech, handwritten or other
recognition tasks, although speech terminology is used in this work with no loss of
generality) make use of a lexicon tree organization which has many advantages over
a linear lexicon representation [1,2]. As it is shown in the literature, more compact
representations are possible (using a lexicon network [3], which is a minimized Finite
State Automaton –FSA–) but the gain in space is accompanied with a more complex
Viterbi decoder. Therefore, lexical tree organization is a very good tradeoff between
compact space representation and adequacy for decoding.

The search space in a recognizer can be huge and the key to achieve practical per-
formance is to consider only the set of active hypothesis (those with non trivial zero
probability) and to apply pruning techniques such as beam search which only maintain
active the best hypothesis. Large vocabulary one-step decoders [4] usually keep a set of
lexical tree based Viterbi parsers in parallel. Two common approaches are the time-start
copies and language model history copies [5,6]. In the time-start approach, all hypothe-
sis competing in a tree parsing share the same word start time. When a trigram language
model is used, the language model history copies approach maintains a tree parsing for
every bigram history (w1, w2). This second approach has a loss of optimality which
is known as word-pair approximation [6]. In both cases, it is straightforward to use a
specialized Viterbi algorithm for the lexical tree model and, as the core of an automatic
speech recognizer lies in the search process, every little improvement in performing
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specialized decoding of lexical tree models has a great impact in the overall perfor-
mance. Therefore, it is not strange to find specialized algorithms which take advantage
of the properties of tree based Hidden Markov Models (HMM) which integrate the tree
lexicon and the acoustic HMM models.

In this work, three specialized Viterbi algorithms based on contiguous memory
queues (FIFO data structures) are proposed. When performing a Viterbi step, a new
result queue is created with the help of one or several auxiliary queues. The basic al-
gorithm uses left-to-right HMM acoustic models with no skips. This algorithm can be
applied whenever acoustic left-to-right models without skips are used: it can be used
for isolated word or continuous speech recognition, either with a one-step or a two-step
approach, with time-start or language model history copies, and also within-word or
across-word context dependent units (triphones, quinphones, etc.). A simple extension
is presented to show how to use it with across-word context dependent models [7]. A
second version of the algorithm extends the first one to allow the use of skips in the
acoustic units with a negligible additional cost.

The last proposed algorithm performs an error correcting Viterbi decoding and is
capable of analyzing a DAG instead of a sequence. This algorithm can be used, for
instance, to obtain a word-graph from a phone-graph.

2 Left-to-Right without Skips Algorithm

When the acoustic models are strict left-to-right without skips, the resulting expanded
tree based HMM model is acyclic if loops are ignored, and every node has only zero
or one preceding state to take into account in the dynamic programming equation. If
a lexicon tree is expanded with left-to-right acoustic HMM models without skips, the
following observations about the expanded tree models are straightforward:

– Every state has at most two predecessors: itself and possibly his parent.
– If we ignore the loops, the expanded model is acyclic. Therefore, a topological

order is possible in general.
– A level traversal of the tree provides a topological order with additional features:

• The children of a given node occupy contiguous positions. The grandchildren
also occupy contiguous positions.

• If a subset of states is stored in topological order and we generate the children
of every active state following that order, the resulting list also is ordered with
respect to the topological order.

2.1 Model Representation

A tree model T of n states is represented with three vectors of size n and one of size
n + 1 as follows:

– loop prob stores the loop transition probabilities.
– from prob stores the parent incoming transition probabilities.
– e index stores the index of the associated emission probability class associated

to the acoustic frame to be observed. The vector of emission probabilities can be
obtained with a multilayer perceptron in a hybrid model [8] or with a set of mixture
of Gaussian distributions in a conventional continuous density HMM.
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– first child stores the index of the first child. The last child is deduced by looking
the first child of the next state thanks to the topological sorting. This representation
allows specifying an empty set of children. A sentinel in position n + 1 is needed
for the last state.

2.2 Viterbi-Merge Algorithm

The Viterbi-M algorithm takes a sequence of acoustic frames as input and updates a set
of active states after observing every frame (a Viterbi step). An active state is composed
by an index state and a score (i, s). A queue α(t) (a FIFO data structure) is used to
store the set of active states at time t. The purpose of a Viterbi step consists of creating
another queue α(t + 1) given the model T , the current queue α(t) and the vector of
emission probabilities emission associated to the observed acoustic frame.

An auxiliary queue aux child is used to store temporally the scores of states pro-
duced by the transitions from parent to child. The algorithm proceeds as follows (see
Figure 1):

1. best prob ← 0.
2. For every active state (i, s) of the queue α(t) whose score s is above the beam

threshold:
(a) s next ← s · loop prob[i].
(b) While the first active state (i′, s′) of the queue aux child satisfies i′ < i, extract

it, update s′ ← s′ · emission [e index [i′]] and place (i′, s′) in α(t+1). Update
best prob ← max(best prob, s′).

(c) If the first active state (i′, s′) of the queue aux child satisfies i′ = i, drop it and
update the score s next ← max(s next, s′).

(d) s next←s next · emission [e index [i]], insert (i, s next) in queue α(t + 1).
Update best prob ← max(best prob, s next).

(e) For every state j from first child [i] to first child [i + 1] − 1, add the active
state (j, s · from prob[j]) to the queue aux child.

α (t)

α

merge

(t+1)

generate children

generate grandchildren

>= beam threshold?

*loop probability

*emission probability
update best probability

aux_child

aux_gchild

Fig. 1. Viterbi-M and Viterbi-MS algorithms. The queue aux gchild (dotted part) is only used in
Viterbi-MS.
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3. For every active state (i′, s′) of the queue aux child, extract it, update the score
s′ ← s′ · emission [e index [i′]] and place (i′, s′) in the queue α(t + 1). Update
best prob ← max(best prob, s′).

The active states of α(t) whose score is below the beam threshold are discarded.
Whenever an active state is placed in the queue α(t + 1), the emission probability
associated to it is applied, and the best probability is updated. This value is used to
obtain the beam threshold for the following Viterbi step.

This algorithm is linear with the number of active states and the number of children
of active states which is an upper bound to the number of active states in the resulting
queue. In total, the global cost is linear with the number of active states, which is the
same as any reasonable implementation of a conventional Viterbi implementation. The
main advantage of this algorithm is the use of contiguous memory FIFO queues to store
the active states. Therefore, a better cache performance and an internal loop with less
overhead is obtained compared to other algorithms that use linked lists or use hash
tables to store and look up the set of active states. Therefore, the asymptotic cost is the
same but a practical speed-up is obtained.

2.3 Extension to Across-Word Context Dependent Units

Since this algorithm is used on lexical tree models with expanded acoustic HMM
models, the use of context dependent units is straightforward for within-word context
modeling. Across-word models [7] consider a different context dependent unit at the
beginning of a word to take into account the last phones of the preceding word during
continuous speech recognition. It would be very inefficient to use a different tree model
for every possible context since they only differ in the first context dependent acoustic
models. Therefore, a model which resembles a tree lexicon excepting the root is used.
This model can be composed of two models: a general HMM connecting a set of tree
lexicon models. A set of trees can be traversed by levels as if they were just one tree and
the resulting model can be used with the same algorithm with no modification. There-
fore, a conventional Viterbi algorithm can be used to update the scores of the states of
the general topology HMM part of the model, and the rest of the model (a forest) can
be computed with the Viterbi-M algorithm.

3 Left-to-Right with Skips Algorithm

This algorithm generalizes the previous one by allowing the use of Bakis HMM acous-
tic models. Left-to-right units with skips are known as Bakis topology and have a
widespread use as acoustic models in most recognizers. When those models are used in
conjunction with a tree lexicon, the number of predecessors given an active state can be
zero, one or two.

3.1 Model Representation

The model representation is similar to the previous section. The only difference is
another vector skip prob which stores, for every state, the incoming skip transition
probabilities. In order to iterate over the set of grandchildren of a given state i, the
algorithm loops from first child [first child [i]] to first child [first child [i + 1]] − 1.
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3.2 Viterbi-Merge Algorithm with Skips

The Viterbi-MS algorithm is the same of previous section but another auxiliary queue
aux gchild is used to store the active states with scores computed by means of the skip
transitions. Every time an active state is extracted from α(t), the set of grandchildren
is used to add items to the queue aux gchild just as the set of children is used to add
items to the other auxiliary queue. Now, the resulting queue α(t + 1) is obtained by
merging the loop transition score of the processed active state with the states from the
two auxiliary queues (see Figure 1).

This algorithm is linear with the number of active states and the number of children
and grandchildren of active states. The resulting cost is thus linear with the number of
active states.

3.3 Extension to Across-Word Context Dependent Units

The same observations of previous algorithm are also applicable here.

4 Error-Correcting Viterbi for DAGs

Not expanding the acoustic models in the tree lexicon and maintaining a pure tree
structure which matches a phone-graph is another possibility. In this case, the input
is no longer a sequence of acoustic frames but a phone-graph (a directed acyclic graph
–DAG– labelled with phones and acoustic scores). Besides the capability of using a di-
rected acyclic input, the possibility of insertions, deletions and substitutions of phones
is needed to tolerate the errors in the phone-graph generation. The last proposed algo-
rithm performs an error correcting Viterbi decoding and is capable of analyzing a DAG
instead of a sequence.

4.1 Model Representation

A tree model T of n states where symbols are placed at the transitions is represented
with two vectors of size n and other of size n + 1 as follows:

– symbol stores the incoming transition label.
– from prob stores the incoming transition probability.
– first child stores the index of the first child as in the previous algorithms.

A table with the costs of insertions, deletions and substitution of every symbol is also
required.

4.2 Error-Correcting Viterbi-Merge Algorithm for DAGs

The Viterbi-MEC-DAG algorithm takes a DAG as input. A set of active states is associ-
ated to every vertex of the input DAG. The root of the tree model is added to the active
state set of initial DAG vertices. The algorithm applies two different procedures associ-
ated to the input DAG following a topological order: the vertex-step and the edge-step,
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Fig. 2. An example of phone-graph. A possible sequence of calls for this example is vertex-step(0),
edge-step(0,1,a), vertex-step(1), edge-step(1,2,a), edge-step(0,2,a), vertex-step(2). Another se-
quence is vertex-step(0), edge-step(0,2,a), edge-step(0,1,a), vertex-step(1), edge-step(1,2,a),
vertex-step(2).

which are explained in detail below. The vertex-step must be applied to a given vertex
once all edges arriving to it have been processed using the edge-step procedure. On
the other hand, the edge-step must be aplied after the origin vertex has been processed
with the vertex-step procedure. An example of a phone-graph together with possible
sequences of edge-step and vertex-step calls is shown in Figure 2.

Edge-Step. For every edge, a Viterbi step takes the set of active states of the origin
vertex and use them to update the active states of the destination vertex. This procedure
only considers the cost of deletions and substitutions. As can be observed in Figure 3
(top), this algorithm is similar to the Viterbi-M algorithm where loop probability updat-
ing is replaced by the deletion operation, the generation of children states corresponds
to the substitution operation (including a symbol by itself). Another difference, which

origin

aux

destination

merge

generate children with
substitution operation

deletion operation

>= beam threshold?

updated destination

update best probability

merge

aux

vertex active states

updated vertex active states

(compare with beam threshold at this point)
generate children with insertion operation

Fig. 3. Viterbi-MEC-DAG edge-step procedure (top) and vertex-step procedure (bottom)
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can be also used in Viterbi-M and Viterbi-MS to process a DAG as input data, is the
presence of second input queue which stores the active states already updated at the
destination vertex by means of other edges of the DAG. The cost of this procedure
is linear with the number of active states in both input queues because the number of
generated successor states grows linearly with the number of active states.

Vertex-Step. Once all edges arriving at a given vertex have been processed, the in-
sertion operation is considered. This operation updates a set of active states without
consuming any symbol. As can be observed in Figure 3 (bottom), the output of the aux-
iliary queue is used to insert more active states in the same queue to take into account
the possibility of several insertion operations. The cost is not linear with the number of
active states: a sole active state at the root could, in principle, activate all the states of
the model, but most of them are expected to be pruned by the beam search depending
on the cost of insertions and the beam width. The cost of this operation is linear with the
number of active states before applying the procedure plus the number of active states
after the procedure, which is bounded by the number of states in the model.

5 Experimental Results

A previous work related to lexical tree Viterbi decoding we were aware of after our al-
gorithms were developed is the active envelope algorithm [9]. This algorithm also uses
a total order which subsumes the partial order of the states of the model and places
siblings contiguously. This algorithm is specified for left-to-right models without skips,
so it is only comparable to our first algorithm Viterbi-M. The active envelope algorithm
uses a single linked list to perform a Viterbi step, which is an advantage in memory
usage. Since this algorithm modifies the original set of active states, it is restricted to
sequential input data and cannot be used when the input data is a DAG. In order to use
only a list, the active hypothesis in active envelope algorithm are traversed in reverse
topological order. The “price to pay” for this advantage is the need of linked lists in-
stead of contiguous memory arrays. Since the use of linked lists cannot assure memory
locality and the cost of traversing them is greater than traversing memory arrays, it is
expected to perform worse than Viterbi-M algorithm. The memory occupied by an ac-
tive hypothesis is an index state and a score; if linked lists are used, a pointer is also
needed: so a linked list needs approximately 50% or 100% more memory per active
state depending on the computer architecture. On the other hand, the use of memory
arrays needs an estimation of the number of active states.

In order to compare the performance of our Viterbi-M and Viterbi-MS algorithms,
three more algorithms have been implemented: a conventional Viterbi algorithm based
on hash tables with chaining to store and to look up the active states (for HMM with-
out and with skips) and the active envelope algorithm. All algorithms have been im-
plemented in C++ and use the same data structures to represent the tree based HMM
models as described in sections 2.1 and 3.1.

The experiments were done on a Pentium D machine at 3GHz with 2 Gbytes of
RAM using a Linux with kernel 2.6.18 and the gcc compiler version 4.1.2 with
-O3 optimization. The lexical trees used in the experiments were obtained by expand-
ing 3-state left-to-right without and with skips hybrid neural/HMM acoustic models in
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Table 1. Experimental results (in millions of active states or hypothesis updated per second)

Viterbi-M Viterbi-MS
States Hash AEnvelope Viterbi-M Hash Viterbi-MS
9 571 3.00 16.08 28.54 2.06 27.60

76 189 2.76 12.92 28.50 1.41 27.78
310 894 1.92 6.44 26.57 0.90 25.99

the tree lexicon. The size of these trees varies from 9 571 to 310 888 states. Only the
Viterbi decoding time has been measured (the emission scores calculation and other
preprocessing steps were not taken into account). The results are shown in Table 1. The
speed is measured in millions of active states updated per second.

6 Conclusions

In this paper, three Viterbi algorithms specialized for lexical tree based FSA and HMM
acoustic models have been described. Two of these algorithms are useful to decode a
set of words given a sequence of acoustic frames and the third one is useful to parse
a phone-graph with error-correcting edition operations. These algorithms are based on
contiguous memory queues which contain the set of active states topologically sorted.

Although the asymptotic cost of these algorithms is the same as any reasonable
implementation of the Viterbi algorithm, the experimental comparison between the
Viterbi-M algorithm, a conventional Hash-table swapping algorithm and the active en-
velope algorithm, shows that our algorithm is approximately 10 times faster than the
hash-table swapping implementation and from 2 to 4 times faster than the active en-
velope algorithm. A decrease in speed with the size of the models is observed in the
three algorithms, which is possibly related with the main memory and the cache rel-
ative speeds. Analogous conclusions can be drawn for the Viterbi-MS algorithm. For
this reason, more experimentation is needed in order to better understand this behaviour
and also to study the effect of other parameters such as the beam width of the pruning
during the search.
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Abstract. To account for the strong non-stationarity of voiced speech and its 
nonlinear aero-acoustic origin, the classical source-filter model is extended to a 
cascaded drive-response model with a conventional linear secondary response, 
a synchronized and/or synchronously modulated primary response and a non-
stationary fundamental drive which plays the role of the long time-scale part of 
the basic time-scale separation of acoustic perception. The transmission proto-
col of voiced speech is assumed to be based on non-stationary acoustic objects 
which can be synthesized as the described secondary response and which are 
analysed by introducing a self-consistent (filter stable) part-tone decomposition, 
suited to reconstruct the hidden fundamental drive and to confirm its topo-
logical equivalence to a glottal master oscillator. The filter-stable part-tone 
decomposition opens the option of a phase modulation transmission protocol of 
voiced speech. Aiming at communication channel invariant acoustic features of 
voiced speech, the phase modulation cues are expected to be particularly suited 
to extend and/or replace the classical feature vectors of phoneme and speaker 
recognition.   

Keywords: signal analysis, instantaneous part-tone frequencies, fundamental 
drive, cascaded response, generalized synchronization, voiced continuants.  

1   Introduction 

In spite of the undisputedly high degree of non-stationarity of speech signals, the 
present day determination of its acoustic features is based on the assumption that 
speech production can be described as a linear time invariant (LTI) system on the 
time scale of about 20 ms [1]. As an evolutionarily plausible supplement, speech 
perception is also assumed to be focussed on acoustic features which can be analyzed 
by psycho-acoustic experiments with LTI signals [2]. The wide sense stationarity of 
an LTI–system is typically used either as prerequisite for the consistent estimation of 
Fourier spectra or of autoregressive (all pole) models [1, 3]. In the latter case it is 
common practice to introduce a drive-response (input-output or source-filter) model, 
which restricts the stationary autoregressive description to the resonance properties of 
the vocal tract [1, 3]. Linear autoregressive models are suited to describe transients 
with varying decay rates in different frequency ranges including relatively long 
(resonant formant) transients. The average decay rates of such transients are known to 
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represent topological invariants [4] which are (largely invariant with respect to 
changes of the geometry of the acoustic transmission and) important cues for the 
distinction of vowels [1, 3]. However, the conventional LTI system assumption turns 
out to be problematic in the case of voiced phones. The vocal tract filter should not be 
assumed to be time invariant [1, 3] and the source not to be generated by an 
autonomous linear dynamical system [5-7].  

The physiologically more plausible assumption of a nonlinear dynamical system 
[5-7] as underlying voice source does not exclude that near periodic motion in the 
basin of attraction of a stable limit cycle can successfully be approximated by 
transients of a stable or nearly stable LTI system [3]. However, there is empirical 
evidence that the complex neural control of the vocal fold dynamics leading to 
shimmer, jitter and vocal tremor [8] impedes or excludes a low dimensional auto-
nomous deterministic description of the phonation process. Being hopelessly 
irregular from the point of view of acoustics, the time evolution of pitch and loudness 
(intonation and stress) can partially be given phonological and paralinguistic 
(emotion related) interpretation [9]. Pitch and loudness of human speech show 
relevant frequency components up to the range of at least 15 Hz [8]. This invalidates 
or challenges the stationary (stochastic) process description of the voice source.  

A physiologically and phonologically more consistent phenomenological 
description of the aero-acoustics of voiced speech can be achieved by introducing an 
additional drive-response step, which describes the highly complex wideband 
acoustic source as stationary (primary) response of a non-stationary, band-limited 
fundamental drive process in the frequency range of the pitch [10-13]. The impor-
tance, generality and precision of the acoustic percept of pitch can be taken as a first 
hint that the hidden fundamental drive (FD) can directly be extracted from the speech 
signal. This leads to a two-level cascaded drive-response model (DR model) of 
voiced speech production which describes non-stationary acoustic objects of 30-40 
ms as stationarily coupled response of a non-stationary hidden FD.  

Following common practice the potentially long transients of the secondary 
response are simplified by assuming time invariant stable linear response dynamics 
(resulting from an all pole filter) with a fixed point attractor [1, 3]. (An attractor is an 
invariant set of states which homes the asymptotic long time behaviour of stationary 
dynamics [4].) As complementary simplification the primary response is assumed to 
result from a strongly dissipative nonlinear response dynamics [4], which generates 
predominantly short transients [5]. The resulting two response levels cannot only be 
interpreted (more or less erroneously) as source and vocal tract filter output but (more 
consistently) as two complementarily simplified steps of a cascaded response 
dynamics [13].  

The dissipative primary response dynamics can be simplified drastically by 
restricting the dynamics to the asymptotic invariant set (which neglects the transient 
behaviour). Stationary (unidirectionally coupled) DR systems with dissipative 
responses are known to have invariant sets which represent continuous synchro-
nization manifolds (lines or surfaces) in the combined state space of drive and 
response [14, 15]. Being constrained to a continuous synchronization manifold, the 
(primary) response can be expressed by a continuous coupling function which 
describes the momentary state of the response by a unique coupling function of a 
response related state of the (fundamental) drive [10-13]. As a slightly more general 
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synchronization concept, the algebraic relation may be limited to the phases of drive 
and response. Synchronization of phases or phase locking is known to be a generic 
property of nonlinearly coupled DR dynamics [4]. Due to the broader frequency 
range of the primary response, the coupling function represents a noninvertible 
(multimodal) function. As an important special case of generalized synchronization 
an invertible coupling function describes a coupling between two oscillators which 
are topologically equivalent (behave like a single oscillator). [4, 14]  

1.1   History and Role of the Fundamental Drive (FD) 

The idea that the higher frequency acoustic modes of voiced speech, song and music 
as well as the perception of their pitch are causally connected to a single (acoustic) 
mode in the frequency range of the pitch (son fundamentale or fundamental bass), can 
be traced back to Rameau [16]. However, Seebeck [17] could show that (virtual) pitch 
perception does not rely on a fundamental acoustic mode which is part of the heard 
signal. Based on stationary voiced signals it has been shown in numerous studies that 
virtual pitch perception relies on a subband decomposition with harmonically related 
frequencies of several subbands or part-tones [18, 19]. The present study replaces 
Rameau’s son fundamentale by an abstract “order parameter” termed FD which is 
obtained by using harmonically related part-tones, which can be confirmed as topo-
logically equivalent image of a glottal master oscillator of the voice source [10-13] 
and which is closely related to an acoustic correlate of non-stationary virtual pitch 
perception.  

In preliminary studies the principle feasibility of the receiver side reconstruction 
of the FD from a voiced speech signal as well as from a simultaneously recorded 
electro-glottogramme has been demonstrated and compared [10-11]. Inspired by the 
prevailing interpretation of the function of the cochlea, the extraction of the FD had 
been based on part-tones with time independent centre filter frequencies (within the 
current window of analysis). Similar part-tones or sinusoids have also been used in 
several other studies [18-23]. As will be explained below, the restriction on time 
invariant filter frequencies leads to part-tones of non-stationary voiced speech, which 
cannot be expected to be precisely related to respective acoustic modes in the vocal 
tract of the transmitter.  

The introduction of self-consistent filter frequency contours of the part-tone filters 
opens the option to reconstruct topologically equivalent images of formant specific 
acoustic modes. The higher frequency formant images are particularly suited to 
reconstruct the instantaneous frequency of the fundamental drive. Whereas the 
confirmation of the topological equivalence of the images of formant oscillators is 
limited to analysis windows of about 30-40 ms, the reconstruction of a coherent FD 
can be achieved for uninterrupted voiced segments of speech, i.e. for time spans of 
more than 100 ms [11-13]. The self-consistent FD represents the long time scale part 
of the basic time scale separation of human acoustic perception which separates the 
phone or timbre specific fast dynamics from intonation and prosody. Due to the 
hypothetically unique definition of their centre filter frequencies, filter-stable part-
tones of voiced phones are suited for a phase-modulation transmission protocol. The 
transmission of filter-stable phases gives rise to additional topologically invariant 
cues of voiced speech which can be expected to be robust under variation of the 
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acoustic communication channel. In contrast to conventional approaches [1, 3], the 
self-consistent time scale separation does not rely on the assumption of stationary 
excitation of the vocal tract or a related gap in the relevant time scales (or 
frequencies) of speech production. It cannot be excluded that the conventional 
assumption of a frequency gap suppresses important acoustic correlates of emotions 
being expressed during affective speech.  

2   Voice Adapted Part-Tones 

It is well known that virtual pitch (and loudness) perception are based on a (subband 
or) part-tone decomposition [2] and that the band-pass filters of the peripheral 
auditory pathway can roughly be approximated by Γ -tone filters [24] or more simply 
by cascaded complex first order autoregressive filters [25].  

Cascaded first order filters have the nice property that they can be implemented 
efficiently as low dimensional linear dynamical systems [25] and can be described 
analytically by matrix recursion [12-13]. By introducing the autoregressive order Γ  
and the bandwidth parameters jλ  which are simply related to the part-tone specific 
equivalent rectangular bandwidths jERB  ( )exp( jj ERBaΓ−=λ  [25], the output of the 
(non-normalized) complex bandpass filter of part-tone j is obtained as [12-13]. 
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from which the part-tone (carrier) phase is determined as ))(/)(arctan( ,,, tjtjtj zrezim=ϕ . 

For Nj ...,,1=  the set of (normalized) part-tones can be interpreted as an over-critically 
sampled time-frequency decomposition of the speech signal 't

S  into elementary 

impulse responses each being separated into complex phase factor and real amplitude. 
To exclude an a priori correlation between neighboring part-tones, the set of centre 
filter frequency contours { }tkkj ...,,1,0|, =ω  is chosen in such a way that an 
oversampling with respect to frequency is avoided. As a rather unconventional 
assumption, the centre filter frequencies are assumed to be time variant even on the 
intrinsic time scale of the current window of analysis.  

2.1   A Priori Knowledge about the Centre Filter Frequencies 

The receiver side decomposition of voiced speech can be based on the a priori 
knowledge that the common origin of the transmitter side acoustic modes (the pulsed 
airflow through the glottis and the nonlinearity of the aero-acoustic dynamics in the 
vocal tract) leads to a characteristic phase locking of some of these acoustic modes 
[13]. Since at least the lower frequency transmitter side acoustic modes are well 
separated in frequency it can be expected that there exists a range of part-tones for 
which an appropriate adaptation of the centre filter frequencies of their bandpass 
filters leads to part-tones which are topologically equivalent to the corresponding 
transmitter side acoustic modes.  
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The (roughly) audiological choice of the bandwidths of the part-tone filters has the 
effect that we can distinguish a lower range of part-tone indices 61 ≤≤ j  characterized 
by guaranteed single harmonic (resolved) part-tones and a range of potentially 
multiple harmonic (unresolved) part-tones [2]. As a remarkable feature of speech 
segments, which correspond to nasals or vowels, it is typical that some of the (opti-
mally adapted) part-tones in the (a priori) unresolved frequency range are also domi-
nated by a single harmonic acoustic mode. The instantaneous frequency contours of 
at least a subset of the part-tones of a voiced speech signal can thus be expected to be 
centered around rational multiples of the frequency contour of the glottal oscillator. 
Other a posteriori resolved part-tones can be expected to have minor phase shifts 
which are consistent with formant specific resonance properties of a stationarily 
coupled secondary response. Excluding for a moment the so called diplophonic voice 
type [8], it is typical for voiced signals that there exists a fundamental phase velocity 

0ϕ  for which the winding number ratios of some of the part-tone phase velocities to 

0ϕ  simplify to an integer harmonic number jh . For stationary voiced signals the latter 
feature can be detected by using the harmonic frequency template introduced by 
Goldstein [19] or the subharmonic coincidence cluster of Terhardt [18].  

For non-stationary voiced signals the detection of a strict ( ': nn ) synchronization of 
the phases of a priori independent part-tone pairs (with non-overlapping spectral 
bands) represents a phenomenon, which has a low probability to happen by chance. 
For such part-tone pairs it can therefore be assumed that there exists an uninterrupted 
causal link between those part-tones, including the only plausible case of two 
uninterrupted causal links to a common drive, which can be identified as a formant 
specific acoustic mode and/or as the glottal master oscillator. Since the ( ': nn ) phase-
locking with 'nn ≠  is generated by the nonlinear coupling to the glottal oscillator, a 
stable synchronization of a priori independent part-tone phases can be taken as a 
confirmation of topological equivalence between these part-tones and respective 
acoustic modes in the vocal tract of the transmitter. The topologically equivalent part-
tones with higher frequency (in particular the ones of the 3. formant) are particularly 
suited to reconstruct the FD which is interpreted as topologically equivalent image of  
the glottal master oscillator.  

2.2   Time-Frequency Atoms with Time Variant Frequency 

The impulse responses of equation (1) can be simplified by introducing a logarithmic 
expansion around the maximum of the amplitude of the impulse response at jtt τ−= ' .  
For higher Γ -orders a second order expansion of the exponent (Gaussian approxi-
mation) is well suited to approximate the impulse response. To be consistent with the 
second order expansion of the real part, the imaginary part of the exponent should 
also include in general a second order term. Following ideas of Gabor [26] such 
Gaussian wave packets   
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represent time-frequency atoms (TFA) which are optimally suited to describe 
simultaneously event (particle) and wave type properties of non-stationary wave 
processes. Contrary to the conventional one [26], this parametric set of non-stationary 
time-frequency atoms is characterized by a linear trend of the phase velocity with a 
non-zero relative chirp c   

).(10,0 c tt += ωω  (2b) 

Numerous subband or part-tone decompositions of speech signals, like the ones 
introduced by McAuley and Quatieri [22], Terhardt [18, 23] and all wavelet 
decompositions [3], are based on the additional assumption that the phase velocities 
(instantaneous frequencies) of the impulse responses (time-frequency atoms) are 
constant within the extent of the time-frequency atom or of the current window of 
analysis.  

The zero chirp assumption is conventionally used to obtain orthogonal time-
frequency atoms, which have the advantage that their squared amplitude can be 
interpreted in terms of a time-frequency energy distribution [3]. The time variable 
centre filter frequencies of the present approach, however, have the alternative 
advantage that the part-tones can be generated as topologically equivalent images of 
physically interpretable underlying (non-stationary) acoustic modes. The choice of a 
high Γ  order ( 5=Γ  in the present study) guarantees a maximal time resolution which 
is compatible with a frequency resolution which is necessary to isolate a sufficient 
number of part-tones to confirm their topological equivalence to the underlying 
acoustic modes.  

In view of the important phonological (and paralinguistic) role of non-stationary 
pitch fluctuations of voiced speech within human speech communication (and in 
view of the well known efferent enervation of the outer hear cells of the cochlea), it is 
plausible to assume that speech perception is based on a decomposition into (near 
optimal) time-frequency atoms with a non-stationary (time variant) instantaneous 
frequency as described in equation (1). As indicated in equations (2a, 2b) a near 
optimal (perception equivalent) analysis of non-stationary speech signals can only be 
achieved with centre filter frequency contours with an at least linear trend of the 
phase velocity within the current window of analysis.  

2.3   Self-consistent Centre Filter Frequencies 

For a constant amplitude input )exp(
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instantaneous frequency, the application of bandpass filter (1) generates the output 
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with a phase velocity which is identical to the one of the input signal. In the limit 
∞→t  the sum in equation (3) represents an asymptotic gain factor Γ,jg . Being 

exclusively dependent on the bandwidth parameter jλ  and the Γ  order, the gain fac-
tors can be used to obtain the (normalized) part-tone amplitudes Γ= ,,, / jtjtj gza .   
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For a given filter frequency contour { }tkk ...,,1,0| =ω , input signals with kk ωω ≠'  
experience a damping due to interference of the phase factors. For a given input 
frequency contour, other filter frequency contours generate a phase distortion of the 
filter output. For sufficiently small distortions of the filter frequency contour, the 
corresponding instantaneous frequency distortions are smaller than the (preliminary) 
deviation of the filter frequency contour. The latter (contractive) feature represents a 
characteristic feature of voiced phones. It motivates an iterative approach to 
determine optimally adapted (self-consistent) centre filter frequencies.  

With the help of a simple example it will be demonstrated that the iterative 
replacement of the filter frequency contour by a smoothed instantaneous frequency 
contour of the part-tone outputs can be used to obtain stable bandpass filters whose 
centre filter frequency contour is identical to the instantaneous frequency contour of 
the respective filter output and thus also to obtain an instantaneous output frequency 
which is identical to the one of the respective (dominant) input. Due to this self-con-
sistency such filter-stable part-tones are suited to transmit phase-modulation cues to 
the receiver of a speech signal.  

It is well known that human auditive perception is not limited to the frequency 
range of separable part-tones and that the amplitudes (envelopes) of the higher 
frequency subbands show a modulation in the frequency range of the pitch [2, 18, 20, 
24]. It is therefore plausible to extend the analysis of part-tone phases to phases, 
which can be derived from the envelopes of the part-tones. Being used preferentially 
for part-tones in the unresolved frequency range, the envelope phases are determined 
e.g. as Hilbert phases of appropriately highpass filtered, scaled and smoothed [18-21, 
24] modulation amplitudes tja ,  of the part-tones. The relative importance of the 
envelope phases is expected to increase, when the voice source changes from a modal 
(ideal) voice to a more breathy one.  

3   Stable Part-Tones of a Pulsed Excitation 

To demonstrate the generation of self-consistent part-tones of a non-stationary voiced 
acoustic object, a sequence of synthetic glottal pulses with a chirped instantaneous 
frequency is chosen as example. For simplicity the input pulses are chosen as 
constant amplitude saw teeth with a power spectrum, which is roughly similar to the 
one of the glottal excitation. The pulse shape is described by a coupling function of 
the form 

( )))2,mod(2(),2,mod(min)( ''' πψππψψ ttt sG −= (4) 

where '
tψ  represents the instantaneous phase of the fundamental drive. The parameter 

s (chosen to be 6) determines the ratio of the modulus of the downhill slope of the 
glottal pulses to the uphill one. The chirp of the glottal oscillator is described by a 
time dependent phase velocity )(')(' tt ψω =  which is chosen in analogy to equation 
(2b), however, with potentially different chirp rate 'c  and initial phase velocity '

0ω . 
The fundamental phase 'ψ  is obtained by integrating the analogue of equation (2b) 
with respect to time t (replacing index k)   

)2/'()(' 2'
0 tctt += ωψ                                (5) 
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3.1   Time Scale Separation 

In the situation of signal analysis, the filter-frequency contour of the bandpass filter of 
part-tone j has to be adapted algorithmically to the frequency contour of a suitable 
input process. As a characteristic feature of voiced signals this can be done iteratively 
by adapting the filter frequency contour to the respective part-tone output, starting 
from an appropriate initial filter frequency contour. For reasons of algorithmic 
stability it is advantageous to incorporate the a priori knowledge that the 
reconstructed frequency contour has a minimal degree of smoothness. In accordance 
to chapter 2.2 the smoothing step of each iteration is based on the assumption that the 
frequency contour can be approximated (within the current analysis window) by a 
linear trend (chirp) as described in equation (2b). To reduce the dependence of the 
estimated parameters on the size and position of the window of analysis (and/or to 
avoid the adaptation of the window length to the “instantaneous period length”), the 
linear trend ansatz is extended by a π2  periodic function )/( , jtjj hP ϕ  of the respective 
normalized part-tone phase 

)/(/ ,, jtjjjjtj hPth ϕαϕ +=  .                         (6) 

The π2  periodic function )(ϕjP  accounts for the oscillations of the part-tone phase 
velocity around the long term trend which result from the characteristic auto  
phase-locking. The oscillations can be assumed to be periodic with respect to the 
formant- or part-tone specific fundamental (normalized) phase and can therefore be 
approximated by an appropriate finite order Fourier series. The Fourier coefficients 
as well as the trend parameter jα  of time-scale separation ansatz (6) are obtained by 
multiple linear regression.  

3.2   Graphical Adaptation of the Filter Chirp 

With the exception of the first analysis window within a voiced segment of speech, 
the start value 0,jω  of the linear filter frequency contour can be assumed to be given 
as result of the adaptation of the filter chirp of the preceding analysis window. As a 
first step, we may therefore treat the latter parameter as given ( '

00, ωω jj h= ). In this 
situation the adaptation of the chirp parameter can be explained by a graph, which 
shows the trend parameter jα  of equation (6) for several part-tone indices j as 
function of the common filter chirp rate c. To make figure 1 suited for the graphical 
analysis it gives the estimates of the relative trend )''/( 0 cj ωα  for the indices  j = 2, 4, 
6, 9  (corresponding to the sequence of the fixed points from bottom to top) as 
function of the relative filter chirp rate '/ cc . All chirp rates are given relative to the 
chirp rate of the input sawtooth process defined in equations (4, 5).  

The adaptation of the chirp parameter of each filter-frequency contour can be read 
off from figure 1 by an iteration of two geometric steps: Project horizontally from one 
of the described curves to the diagonal of the first quadrant (which indicates the line 
where the fixed points of any iteration are situated) and project vertically down (or 
up) to the curve again. As can be seen from figure 1, the chirp parameters of all four 
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part-tones have a stable fixed point (equilibrium) within a well extended basin of 
attraction of the chirp parameter. The fixed points indicate the final error of the filter 
chirp. Due to the simple least squares regression of equation (6), the modulus of the 
trend is systematically underestimated.  
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Fig. 1. Estimated relative part-tone chirp rates as function of the relative chirp rate of the centre 
filter frequentcies, given for the envelope phase of part-tone 9 (circles) and the three carrier 
phases of part-tones 2, 4, 6 

The extended basins of attraction of the filter adaptation processes of figure 1 are 
not at all typical for the more general situation characterized by '

00, ωω jj h≠  and by 
more complex voice sources. In general we have to expect the coexistence of different 
basins of attraction of the filter adaptation process. The stability regions of 0,jω  
become necessarily smaller for higher part-tone indices. The number of stable fixed 
points with a macroscopic basin of attraction depends on the width of the power 
spectrum (or on the steepness parameter s of the slope) of the glottal pulse. 
Resonances of the secondary response are suited to enlarge the basin of attraction of 
the respective part-tones.  

3.3   Circle Maps Relating Part-Tone Phases 

The mutual phase locking of the self-consistently reconstructed part-tones is shown 
in figure 2. It demonstrates that the precision of reconstructed synchronization 
manifolds is hardly influenced by the deficient estimate of the filter chirp. The top 
row shows synchronization manifolds in the state space spanned by the part-tones 5 
or 6 (being indicated on the ordinate) and a fundamental drive (being indicated on the 
ordinate). The perfectly linear one dimensional manifolds are obtained by showing 
the projections in the direction of the respective phases. The fundamental phase (with 
arbitrary initial phase) has been derived from the velocity of the carrier phase of part-
tone 4. Care has been taken that the wrapping of all phases happens simultaneously. 
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The bottom row shows the corresponding phase diagrams for the envelope phases of 
the part-tones 6 and 7.  

In case of the circle maps, which relate exclusively carrier phases (top row), the phase 
relations are precisely time invariant and result in precisely linear synchronization 
manifolds. In case of circle maps which relate mixed type phases (bottom row), the 
time invariance is achieved only approximately (by an open loop group delay 
correction) and the circle maps become curved, the shape being dependent on the 
mentioned smoothing and sublinear scaling of the modulation amplitudes [18-21, 24]. 
When appropriately smoothed, the envelope phases are suited to be included into the 
cluster analysis of the phase velocity contours and potentially also to be used for a 
rough estimate of the phase velocity of the FD. They are, however, less suited for the 
precise reconstruction of the fundamental phase over an extended voiced speech 
segment. The more strict relation between the carrier phases is obviously 
advantageous for the precise adaptation and selection of the part-tone filters. The 
importance of an operational description of the adaptation of the centre filter 
frequencies to a specific voice and in particular the special role of the carrier phases 
of the a posteriori resolvable part-tones for a precise adaptation appear to have been 
underestimated by conventional psychoacoustics [2, 24].  
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Fig. 2. Circle maps (phase relations) of different part-tone phases which are more or less suited 
to retrace the causal connection to the fundamental drive. Both carrier phases are harmonically 
normalized. All phases are given in units of π . 

4   Multi Part-Tone Stable Acoustic Objects 

It is well known that human pitch perception can be trained to switch between ana-
lytic listening to spectral pitch and synthetic listening to virtual pitch [2, 18]. It is 
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plausible to interprete the described single part-tone stable acoustic objects with a 
macroscopic basin of attraction of the filter frequency contour (parameters) and with 
formant type underlying acoustic modes as potential candidates of spectral pitch 
perception. From psychoacoustic experiments it is also known that virtual pitch is a 
more universal and robust percept than spectral pitch [2, 18]. Due to the characteristic 
auto phase-locking mechanisms of voiced speech it is plausible that an observed 
(carrier or envelope) phase velocity of one part-tone might be used to adjust the 
centre filter frequency of other part-tones. This encourages the introduction of a more 
robust multi part-tone adaptation strategy.  

4.1   Definition 

In analogy to the single part-tone stability of the last section we define multi part-tone 
stability of an acoustic object by the existence of a common fundamental phase 
velocity contour which can be obtained as stable invariant set (fixed point) of the 
iteration of four cascaded mappings, where the first mapping relates a preliminary 
fundamental phase velocity contour to a set of filter-frequency contours, the second 
mapping uses the set of filter-frequency contours to generate a corresponding set of 
part-tone phase velocity contours, the third mapping executes the smoothing step and 
the forth mapping uses a subset of the smoothed part-tone phase velocity contours to 
update the fundamental phase velocity contour. The first mapping makes use of the 
fact that optimally adapted centre filter frequency contours of at least a subset of the 
part-tones can be assumed as winding number multiples of the frequency contour of 
the common drive ( kjkj h ,0, ωω =  with integer or small denominator rational jh ). The 
second mapping uses filter (1), the third mapping refers to the estimation of time scale 
separation (6) and the fourth mapping uses some kind of cluster analysis to identify a 
mutually consistent set of winding number normalized part-tone phase velocity 
contours { }tkhjkj ...,,1,0|/, =ϕ  which are suited to reconstruct the phase velocity of the 
common drive.  

As indicated above, the existence of a cluster of at least three mutually phase 
locked part-tones can be interpreted as a confirmation of topological equivalence of 
the respective part-tones to underlying acoustic modes in the vocal tract of the 
transmitter being synchronized to a common formant- or glottal oscillator. However, 
this confirmation relies on the a priori independence of those part-tones. It is 
therefore essential that the set of centre filter frequencies (of the part-tones taking 
part in the cluster analysis) is pruned in the non-resolvable frequency range of the 
part-tone decomposition. On the other hand it is allowed that single part-tones enter 
the cluster analysis with different hypothetical harmonic numbers (winding numbers) 
being used to normalize the part-tone phases. A typical cluster analysis might result 
in the following set of harmonic numbers { } { }...,15,12,10,8,6...,,2,1=jh .  

4.2   Relation to EMD and to the Perception of Virtual Pitch 

In spite of the rather different generation mechanism, the described filter-stable part-
tone decomposition has some similarity to the empirical mode decomposition being 
introduced by Huang et al. [27] and being applied to speech signals as part of the 
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modes from strongly non-stationary signals. The present approach might be 
interpreted as an intrinsic mode decomposition which has been evolutionarily 
optimized for the analysis of voiced speech. For such signals the lower-harmonic 
filter-stable part-tones are optimally chosen to reconstruct topologically equivalent 
images of underlying physical modes. The topological equivalence of filter stable 
part-tones gives a more solid basis for the physical interpretation of the intrinsic 
modes. Due to their focus on the precise reconstruction of the instantaneous phase 
velocity, the topologically equivalent part-tones are better suited for the 
hypothetically relevant phase-modulation transmission protocol of voiced speech.  

The indicated reconstruction of the phase velocity of the FD has been based on the 
assumption that virtual pitch perception plays the role of a near optimal instrument of 
basic causality analysis of a voiced signal. Virtual pitch perception of stationary 
signals has long been studied empirically and theoretically [18, 19]. In particular it 
has been established that the respective acoustic correlate depends not only on the 
phase velocities of the part-tones but also on their amplitudes. A corresponding 
modification of the fourth (cluster analysis) step of the iteration procedure can be 
expected to improve the robustness of the reconstruction of the fundamental phase.  

The multi part-tone adaptation is also expected to be complicated by co-existence 
of different basins of attraction of the filter parameters. Apart from the octave 
ambiguity, different basins of attraction should now be interpreted in terms of 
different voice sources. More precisely, the choice of different start positions in 
different basins of attraction should correspond to an attention switching between 
different hypothetical voice sources as part of an auditory scene. The parameters of a 
perception equivalent acoustic correlate of non-stationary pitch should therefore also 
be chosen in view of numerous (psycho-acoustic) results from (monotic) auditory 
scene analysis.  

4.3   Reconstruction of the Fundamental Drive 

As a further remarkable feature of the unexpectedly subtle voice transmission 
protocol, the reconstruction of the phase velocity of the formant type acoustic modes 
and/or the FD can typically be achieved for considerably larger speech segments than 
the one being used for the described confirmation of topological equivalence between 
part-tones and respective acoustic modes of the vocal tract. Whereas the piecewise 
detection of phase synchronization clusters is preferentially performed in a time 
window of about 30 – 40 ms, the reconstruction of a coherent (continuous) 
fundamental phase can hypothetically be achieved for time segments, which corres-
pond to an uninterrupted voiced segment of a syllable, i.e. for a time span of typically 
more than 100 ms [1, 21]. For voiced segments, which are composed of different 
phonemes, it is typical that the set of part-tones being used for the piecewise 
reconstruction of the phase velocity contour of the common drive changes in 
succeeding analysis windows.  

present volume [28]. Both decompositions are aimed at the extraction of intrinsic 

According to a comparatively strict phonological rule [9], uninterrupted voiced 
segments of speech contain one vowel nucleus which carries the main accent of the 
sylable. This nucleus can be used to gauge the (wrapped up) fundamental phase with 
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respect to the glottal closure event and can thus be used to remove the arbitrariness of 
the initial phase of the FD of a voiced segment. In fact it turns out that a high time 
resolution building block of the acoustic correlate of loudness perception is well 
suited to calibrate the wrapped up fundamental phase with respect to the glottal 
closure event [13].  

The coherent reconstruction of the fundamental phase turns out to be particularly 
useful for the analysis and synthesis of sustainable voiced consonants. For the 
acoustic correlates of the latter phones the simple source-filter interpretation in terms 
of a plane wave source in an unbranched vocal tract looses its validity and the non-
linearity of the aero-acoustic dynamics becomes more apparent [5-7]. Nasals are 
characterized by a sudden apparent time or fundamental phase shift of the glottal 
closure event induced pulse (due to a sudden increase of the group delay of the 
acoustic transmission path from the glottis to the receiver) [20, 21]. Voiced fricatives 
(as the English /z/ like in “zoom”) are characterized by an acoustic source in the 
vicinity of a second constriction of the vocal tract, which generates an intermittently 
turbulent jet. The conversion of the kinetic energy of this pulsatile jet into acoustic 
energy (e.g. at the edge of the teeth) happens with a characteristic time delay, which 
results from the comparatively slow subsonic convection speed of the relevant jet [7]. 
The phoneme specific time shift of the second acoustic source with respect to the 
glottal closure event generates phase shifts of the instantaneous part-tone phases 
which are no longer explicable by resonances of a stationarily coupled secondary 
response. Such excessive phase shifts can be interpreted as further examples of topo-
logical invariants of voiced speech which are comparatively insensitive to variations 
of the acoustic communication channel.  

Once the fundamental phase of a NAO has been reconstructed with the help of filter-
stable part-tones, two different paths can be chosen to continue the analysis of NAOs. If 
the aim is given as a complete analysis, (optional transformation) and re-synthesis cycle 
there is probably no other choice than to determine also the amplitude of the FD and to 
estimate the parameters of the initially indicated two-level cascaded drive-response 
model with a given FD and a largely general fundamental phase triggered primary 
response. As has been explained elsewhere [13], the reconstruction of the fundamental 
amplitude can be based on the assumption that loudness perception plays the role of a 
complementary instrument of causality analysis [10-13].  

4.4   Phase Related Acoustic Cues 

However, if the aim is restricted to the analysis of a voiced signal (like in the case of 
the auditive pathway) the detailed knowledge of the filter-stable part-tones can 
directly be used to determine a favourable acoustic feature vector of voiced speech. 
The main idea of this shortcut is that the frequency dependent resonant amplification 
or damping of the acoustic modes during the passage trough the vocal tract cannot 
only be analysed by looking at the amplitudes of the different part-tones or formants 
but more directly by looking at their characteristic phase shifts. In case of a resonant 
amplification, the phase of the part-tone response lags the one of the excitation and 
precedes it in case of a resonant damping. As a second advantage of the phase related 
cues, the magnitude of the phase shifts are proportional to the time derivative of the 
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corresponding amplitudes which is known to play a major role in the acoustic feature 
vector of conventional speech recognition [1].  

The phase related acoustic cues are in open conflict to the conventional psycho-
acoustic theory originating from Ohm and Helmholtz, which states that the 
amplitudes of subbands represent the primary acoustic cues [2, 24]. To explain the 
superior communication channel insensitivity of human acoustic perception (and the 
efferent enervation of the cochlea) it is hypothesized that the deviations of the carrier 
phases of self-consistently determined part-tones from the synchronization manifold 
of the ideal δ -function type pulsed excitation (triggered by a vowel nucleus anchored 
fundamental phase) have a comparable or higher relevance for acoustic perception 
than the corresponding amplitudes [20]. In particular it is expected that the rational 
winding numbers of self-consistently determined part-tones and the phone specific 
fundamental phase shifts of the receiver side reconstruction of the glottis induced 
pulses of nasals and other sustainable voiced consonants represent favorable cues 
which are suited to improve the distinction of the speakers as well as of their 
(hypothetically intended) voiced phonemes [13].  

In this context it is important to remind that many phones are so far defined 
exclusively by human perception of minimal differences between syllables. Whereas 
vowels can alternatively be defined acoustically using the LTI model, this does not 
apply to many of the non-vocalic voiced continuants like nasals and sustainable 
voiced fricatives. For these phones the shift of the glottal closure event induced 
pulses with respect to the (wrapped up) fundamental phase generates a phone specific 
long range correlation or “co-articulation effect” which cannot be described by using 
a single LTI model. Together with the gliding part-tone coordination of the glides, 
such phones can only be described by NAOs with non-stationarily coupled responses. 
As doubly non-stationary NAOs the acoustic correlates of such “elementary” phones 
belong to the same complexity class as voiced syllables. From the point of view of 
acoustics either singly non-stationary acoustic objects which are consistent with a 
stationarily coupled response cascade or doubly non-stationary acoustic objects, 
which are suited to represent complete voiced sections of syllables, appear as the 
more natural atoms of voiced speech.  

5   Conclusion 

A transmission protocol of non-stationary voiced acoustic objects is outlined, which are 
generated as response of a non-stationary fundamental drive and which can be analysed 
as a superposition of time-frequency atoms with non-stationary, partially phase-
synchronized instantaneous frequencies. For sustained voiced phones the partially 
synchronized set of time-frequency atoms can be extracted by part-tone filters with 
centre frequency contours which are iteratively adapted to the instantaneous 
frequencies of the respective part-tones (filter outputs). Sets of mutually phase 
synchronized filter-stable part-tones can be interpreted as topologically equivalent 
images of underlying acoustic modes of the transmitter and are thus suited for the 
reconstruction of the phase velocity of the FD. The latter properties qualify the  
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non-stationary, part-tone stable (voiced) acoustic objects as most elementary atoms 
(symbols) of a voice transmission protocol being characterized by a time-scale 
separation which offers a precise and robust decoding option.  

The minimal acoustic description of the phone specific “co-articulation effects” of 
sustainable voiced fricatives and nasals requires doubly non-stationary voiced 
acoustic objects which do not only result from a non-stationary fundamental drive but 
also from a non-stationary coupling of the primary and/or secondary response. The 
incorporation of appropriate acoustic cues, suited to describe these “co-articulation 
effects”, into present day automatic speech recognition (LTI cue based discrete 
Hidden state Markov Models) represents a non-trivial task.  

Acknowledgements 

The author would like to thank M. Kob, B. Kröger, C. Neuschaefer-Rube and R. 
Schlüter, Aachen, J. Schoentgen, Brussels, A. Lacriox and K. Schnell, Frankfurt and 
M. Schiek and K. Ziemons, Jülich for helpful discussions.  

References 

1. Gold, B., Morgan, N.: Speech and audio signal processing. John Wiley & Sons, Chichester 
(2000) 

2. Moore, B.C.J.: An introduction to the psychology of hearing. Academic Press, London 
(1989) 

3. Rabiner, L.R., Schafer, R.W.: Digital Processing of Speech Signals. Prentice Hall, NJ, 
Englewood Cliffs (1978) 

4. Kantz, H., Schreiber, T.: Nonlinear time series analysis. Cambridge Univ. Press, 
Cambridge (1997) 

5. Herzel, H., Berry, D., Titze, I.R., Saleh, M.: Analysis of vocal disorders with methods 
from nonlinear dynamics. J. Speech Hear. Res. 37, 1008–1019 (1994) 

6. Teager, H.M., Teager, S.M.: Evidence for nonlinear sound production in the vocal tract. 
In: Proc NATO ASI on Speech Production and Speech Modelling, pp. 241–261 (1990) 

7. Jackson, P.J.B., Shadle, C.H.: Pitch scaled estimation of simultaneous voiced and 
turbulent-noise components in speech. IEEE trans. speech audio process 9, 713–726 
(2001) 

8. Schoentgen, J.: Stochastic models of jitter. J. Acoust. Soc. Am. 109(4), 1631–1650 (2001) 
9. Grice, M.: Intonation. In: Brown, K. (ed.) Encyclopedia of Language and Linguistics, 

vol. 5, Elsevier, Oxford (2006) 
10. Drepper, F.R.: A two-level drive-response model of non-stationary speech signals. In: 

Faundez-Zanuy, M., Janer, L., Esposito, A., Satue-Villar, A., Roure, J., Espinosa-Duro, V. 
(eds.) NOLISP 2005. LNCS (LNAI), vol. 3817, pp. 125–138. Springer, Heidelberg (2006) 

11. Drepper, F.R.: Voiced excitation as entrained primary response of a reconstructed glottal 
master oscillator. In: Interspeech 2005, Lisboa, pp. 329–332 (2005) 

12. Drepper, F.R.: Fortschritte der Akustik-DAGA 2006 (2006) 
13. Drepper, F.R.: Voiced speech as response of a self-consistent fundamental drive. Speech 

Comm. 49, 186–200 (2007) 
14. Rulkov, N.F., Sushchik, M.M., Tsimring, L.S., Abarbanel, H.D.I.:Generalized synchro-

nization of chaos in directionally coupled systems. Phys. Rev. E 51, 980–994 (1995) 



 Non-stationary Self-consistent Acoustic Objects as Atoms of Voiced Speech 203 

15. Afraimovich, V.S., Verichev, N.N., Rabinovich, M.I.: Stochastic synchronization of 
oscillation in dissipative systems. Radiophys. Quantum Electron. 29, 795 (1986) 

16. Rameau, J.-P.: Generation harmonique. In: Jacobi, E. (ed.) Complete Theoretical Writings, 
vol. 3, American Institute of Musicology (1967) 

17. Seebeck, A.: Über die Definition des Tones. Poggendorf’s Annalen der Physik und 
Chemie LXIII, 353–368 (1844) 

18. Terhardt, E., Stoll, G., Seewann, M.: Algorithm for extraction of pitch and pitch salience 
from complex tonal signals. J. Acoust. Soc. Am. 71, 679–688 (1982) 

19. Goldstein, J.: An optimum processor theory for the central formation of the pitch of 
complex tones. J. Acoust. Soc. Am. 54, 1496–1516 (1973) 

20. Paliwal, K.K., Atal, B.S.: Frequency-related representation of speech. In: Eurospeech 
2003, Genf (2003) 

21. Kawahara, H., Katayose, H., de Cheveigné, A., Patterson, R.: Fixed point analysis of 
frequency to instantaneous frequency mapping. EuroSpeech 99, 2781–2784 (1999) 

22. McAulay, R., Quatieri, T.: Speech analysis/synthesis based on a sinusoidal representation. 
IEEE Trans. Acoust. Speech a. Signal Proc. ASSP 34(4), 744–754 (1986) 

23. Heinbach, W.: Aurally adequate signal representation: The part-tone-time-pattern. 
Acustica 67, 113–121 (1988) 

24. Patterson, R.D.: Auditory images: How complex sounds are represented in the auditory 
system. J. Acoust. Soc. Jpn (E) 21, 4 (2000) 

25. Hohmann, V.: Frequency analysis and synthesis using a gammatone filterbank. Acta 
Acustica 10, 433–442 (2002) 

26. Gabor, D.: Acoustic quanta and the theory of hearing. Nature 159, 591–594 (1947) 
27. Huang, N.E., Shen, Z., Long, S.R., Wu, M.C., Shih, H., Zheng, Q., Yen, N.-C., Tung, 

C.C., Liu, H.H.: The empirical mode decomposition and the Hilbert spectrum for nonlinear 
and non-stationary time series analysis. Proc. R. Soc. Lond. A 454, 903–995 (1998) 

28. Bouzid, A., Ellouze, N.: Voiced Speech Analysis by Empirical Mode Decomposition. In: 
Chetouani, M., Hussain, A., Gas, B., Milgram, M., Zarader, J.-L. (eds.) NOLISP 2005. 
LNCS, vol. 4885, pp. 213–220. Springer, Heidelberg (2007) 



M. Chetouani et al. (Eds.): NOLISP 2007, LNAI 4885, pp. 204–212, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

The Hartley Phase Cepstrum as a Tool 
for Signal Analysis 

Ioannis Paraskevas1 and Maria Rangoussi2 

1 Centre for Vision Speech and Signal Processing (CVSSP), 
School of Electronics and physical Sciences, University of Surrey, 

Guildford GU2 7XH, Surrey, UK 
paraskevas@env.aegean.gr 

2 Department of Electronics, Technological Education Institute of Piraeus, 
250, Thivon str., Aigaleo-Athens, GR-12244, Greece 

mariar@teipir.gr 

Abstract. This paper proposes the use of the Hartley Phase Cepstrum as a tool 
for speech signal analysis. The phase of a signal conveys critical information, 
which is exploited in a variety of applications. The role of phase is particularly 
important for speech or audio signals. Accurate phase information extraction is 
a prerequisite for speech applications such as coding, synchronization, synthesis 
or recognition. However, signal phase extraction is not a straightforward 
procedure, mainly due to the discontinuities appearing in it (phase ‘wrapping’ 
effect). Several phase ‘unwrapping’ algorithms have been proposed to 
overcome this point, when extraction of the accurate phase values is required. 
In order to extract the phase content of a signal for subsequent utilization, it is 
necessary to choose a function that can efficiently encapsulate it. In this paper, 
through comparison of three alternative non-linear phase features, we propose 
the use of the Hartley Phase Cepstrum (HPC). 

Keywords: Fourier Phase Cepstrum, Hartley Phase Cepstrum, Speech signal 
phase, Phase unwrapping algorithm. 

1   Introduction 

The phase of a signal as a function of frequency conveys meaningful information that 
is particularly useful for speech or audio signals. Accurate phase extraction is crucial 
in various speech processing applications, such as localization, synchronization, 
coding, etc. The major disadvantage of the computation of the phase spectrum via the 
Fourier transform is the heuristics employed for the compensation of the ‘extrinsic’ 
discontinuities arising in it (phase ‘wrapping’ ambiguities). The effect of these 
‘wrapping’ ambiguities is more severe in the presence of additive noise. The phase 
spectrum obtained via the Hartley transform, on the other hand, is advantageous as (a) 
it does not exhibit ‘extrinsic’ discontinuities and (b) due to its structure, it is less 
affected by the presence of noise, as justified through comparison of the shapes of the 
respective probability distribution functions, [1].  
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As signal localization applications show, the phase content of a signal is more 
efficiently encapsulated in the Hartley Phase Cepstrum (HPC) rather than in the 
Fourier Phase Cepstrum (FPC) function. Interesting advantages of the HPC, such as 
localization capability and robustness to noise, are based on the properties of the 
respective spectra, which carry over to the cepstral domain thanks to the analytic 
relations holding between the two domains. As it will be presented in the following 
sections, the limited localization capability of the FPC as compared to the HPC is due 
to the ambiguities introduced by the use of the ‘unwrapping’ algorithm. The HPC 
advantage is preserved in the presence of additive noise, [1].  

Another property of the HPC, of interest in speech synthesis, is its invertibility: the 
non-linear process for the evaluation of the HPC is invertible, because no phase 
‘unwrapping’ algorithm is necessary.  

Aiming towards a phase feature appropriate for accurate (noisy) signal localization, 
we examine here three alternatives, namely the FPC, the whitened FPC and the HPC. 
In conclusion, the HPC is proposed as a promising and viable substitute to its Fourier 
counterpart.  

2   The Phase Cepstrum  

In general, computation of the cepstrum of a discrete-time signal x(n) belongs to a 
class of methods known as homomorphic deconvolution processes, [2]. The block 
diagram of such a process is given in Fig. 1:  

 
 

 

 

Fig. 1. Summary of the homomorphic deconvolution process 

It is an invertible procedure, in which the signal x(n) is transformed into another 
domain via an orthogonal transform Ξ , a non-linear process is applied to the 
transformed signal in the new domain, and the result is transformed back to the 

original domain, via the inverse transform, 1−Ξ . Discontinuities arising from the 
application of the non-linear processing step have to be compensated before the 

inverse transform 1−Ξ  is applied. In the following paragraphs we will examine three 
alternative phase features produced by homomorphic deconvolution process, using 
either the Fourier or the Hartley direct and inverse transforms and phase computation 
as the non-linear step.  

2.1   The Fourier Phase Cepstrum 

If Ξ  and 1−Ξ  in figure 1 represent the Discrete-Time Fourier Transform (DTFT) and 
the Inverse Discrete-Time Fourier Transform (IDTFT), respectively, while the non-
linear processing step is the evaluation of the Fourier phase spectrum,  

non-linear 
process 1−ΞΞ     x(n) x*(n) 
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where ))(( ωSℜ and ))(( ωSℑ are the real and imaginary components of the Fourier 
transform )(ωS of the signal )(ns , respectively, then we obtain the so-called Fourier 

Phase Cepstrum (FPC), )(τFc :  

))(()( ωϕτ IDTFTFc =  (2) 

The Fourier Phase Spectrum (FPS) )(ωϕ  experiences two types of discontinuities:  

1. The first type, called ‘extrinsic’, is due to the use of the arctan function employed 
in equation (1) and is overcome using a phase ‘unwrapping’ algorithm, [3]. This 
step is necessary in order to apply the IDTFT and obtain the FPC. However, the 
heuristics involved in the extrinsic discontinuities unwrapping algorithm render 
the non-linear step non-invertible. This results in loss of the signal localization 
capability of the FPC, regardless of the SNR level. Indeed, experiments carried 
out on (noisy) synthetic signals containing one or more pulses, show that the FPC 
suffers loss of its signal localization capability, except for the ideal case of just 
one noise-free pulse (figure 2).  

2. The second type of discontinuities, called ‘intrinsic’, originates from the spectral 
properties of the signal itself and is overcome by appropriate compensation 
algorithms, [4], [5].  

2.2   The ‘Whitened’ Fourier Phase Cepstrum 

An alternative for signal phase extraction, proposed among others in [6], is the use of 
the ‘whitened’ – rather than the conventional – Fourier (phase) spectrum in equation 
(1). The ‘whitened’ Fourier spectrum is implemented, by dividing the complex 
Fourier spectrum by its magnitude, for each frequency point: 
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Consequently, the ‘Whitened’ Fourier Phase Cepstrum (WFPC) is obtained by 
evaluating the IDTFT of the ‘whitened’ Fourier spectrum, which is a complex 
quantity, by equation (3).  

The advantage of whitening of the Fourier spectrum is that it yields the phase 
content of a signal without using the arctan function and therefore without any 
‘extrinsic’ discontinuities (i.e., no ‘wrapping’ ambiguities arise). However, as to its 
‘intrinsic’ discontinuities – still present due to the spectral properties of the signal – 
and due to the very same reason, there is no known method to overcome them, such 
as, e.g., adding / subtracting π  (conventional FPS), or multiplying by –1 (HPS), [8].  

2.3   The Hartley Phase Cepstrum 

If in figure 1 we employ (i) the Discrete-Time Hartley Transform (DTHT), (ii) the 
evaluation of the Hartley Phase Spectrum [7], [8]:   
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))(sin())(cos()( ωϕωϕω +=Y  (4) 

and (iii) the Inverse Discrete-Time Hartley Transform (IDTHT), we then obtain the 
Hartley Phase Cepstrum (HPC), defined as: 

))(()( ωτ YIDTHTHc =  (5) 

The HPS )(ωY  of equation (4), unlike the conventional FPS )(ωϕ  of equation (1), 

does not need ‘unwrapping’ and hence, it does not suffer from the ‘wrapping’ 
ambiguities. Moreover, for the Hartley case, the homomorphic deconvolution process 
is invertible, since the ‘unwrapping’ algorithm is not used. The HPS experiences only 
the ‘intrinsic’ type of discontinuities, which can be compensated as in [8]. 

3   Comparison of the Three Alternative Cepstra on Synthetic 
Signals 

In order to illustrate the relative merits of the two alternative cepstral phase features 
defined earlier (the WFPC is not considered after the comments in section 2.2), three 
signal cases are employed in this section, namely:  

1. a single rectangular pulse signal (noise-free and noisy), 
2. a sequence of five exponentially dumped sinusoidal pulses,  
3. a sequence of rectangular pulses of varying widths and amplitudes, simulating a 

transmitter-receiver scenario. 

Figure 2 (a) shows the location of a rectangular pulse in the time domain and  
figure 2 (b) shows the Fourier phase spectrum of the same signal. As can be seen, the 
Fourier phase spectrum is a ramp function. The gradient of this ramp depends on the 
location of the signal in the time domain. The amplitude of the cepstral function in 
figure 2 (c) has a linear relationship with the gradient of the FPS (after ‘unwrapping’ 
is applied) and consequently, corresponds to the location of the signal in the time 
domain. Hence, the maximum value (amplitude) of the cepstral function corresponds 
to the location of the pulse in the time domain. The amplitude of the cepstral function 
does not always correspond to the starting point of the signal in the time domain; the 
point it corresponds depends on the shape of the pulse in the time domain. 

Figure 3 presents a rectangular pulse in the time domain in (a), along with the HPS 
and the HPC of the same pulse in (b) and (c) respectively. The shape of the HPS is a 
cosinusoidal signal; the rate of the zero crossings with respect to the ω -axis 
(frequency) corresponds to the signal location in the time domain. Thus, the higher 
the rate of the zero crossings of the Hartley phase function, the further the signal is 
shifted in the time domain. The location of the highest peak(s) in the HPC yields the 
location of the pulse in the time domain.  

From figure 3 (c) it is clear that apart from the two dominant peaks, other peaks of 
lower amplitude appear in the HPC. The majority of these additional peaks are the 
result of the ‘intrinsic’ discontinuities that exist in the Hartley phase spectrum. These 
additional peaks can be removed from the Hartley phase cepstrum by compensating 
the ‘intrinsic’ discontinuities in the corresponding Hartley phase spectrum.  
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Fig. 2. (a) Time domain, (b) Frequency domain (FPS – ‘intrinsic’ discontinuities compensated) 
and (c) Cepstral domain (FPC) representation of a single rectangular pulse 

 
Fig. 3. (a) Time domain, (b) Frequency domain (HPS – ‘intrinsic’ discontinuities not 
compensated) and (c) Cepstral domain (HPC) representation of a single rectangular pulse 

Figures 4(a) and 4(b) show the HPC before and after compensation of the intrinsic 
discontinuities, while figure 4(c) shows the reconstructed HPC after compensation. 
The number and amplitudes of additional peaks are significantly reduced in figure 
4(c), as compared to figure 3(c). In the same figure, however, it is clear that the HPC 
peak(s) do not correspond to the endpoints of the pulse in the time domain; rather, 
they yield the middle or central point of the pulse. Hence, compensation may be 
useful or not depending on the application 

The signal example employed next is a sequence of five exponentially dumped 
sinusoidal pulses – an example resembling the middle part of a voiced phoneme in 
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Fig. 4. (a) Frequency domain (HPS – ‘intrinsic’ discontinuities not compensated), (b) 
Frequency domain (HPS – ‘intrinsic’ discontinuities compensated) and (c) Cepstral domain 
(HPC) representation of a single rectangular pulse 

 
Fig. 5. (a) Time domain, (b) Frequency domain (HPS – ‘intrinsic’ discontinuities not 
compensated) and (c) Cepstral domain (HPC) representation of a sequence of five dumped 
sinusoids 

speech signals. As shown in figure 5(c), peaks in the HPC indicate pulse positions 
along the time axis, while spurious peaks arise due to discontinuities still present. 
After compensation of the discontinuities, figure 6(c) show that, as expected, spurious 
peaks are suppressed; yet, HPC peaks correspond not to the individual pulses  but to 
the central point of the pulse sequence.  

The FPC cannot yield the location of more than one pulse, due to the heuristic and 
non-invertible nature of the ‘unwrapping’ algorithm, irrespective of the compensation 
of the spectral discontinuities. Thus, when more than one pulse exist in the time 
domain, the amplitude of the 0th cepstral coefficient of the FPC corresponds to an 
indefinite point within the support of the pulses in the time domain. Moreover, 
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simulations carried out with additive noise (from SNR=20dB down to SNR=-11dB) 
for a single pulse (either exponentially dumped sine wave or rectangular pulse) show 
that, even for high SNRs, the amplitude of the 0th cepstral coefficient in the FPC does 
not correspond to the location of the pulse in the time domain, irrespective of the 
compensation of the ‘intrinsic’ discontinuities. This shows the sensitivity of the 
‘unwrapping’ algorithm to the presence of even the lower possible noise level.  

 

Fig. 6. (a) Time domain, (b) Frequency domain (HPS – ‘intrinsic’ discontinuities compensated) 
and (c) Cepstral domain (HPC) representation of a sequence of five dumped sinusoids 

On the other hand, simulations on the synthetic signals mentioned above, indicate 
that the Hartley phase spectrum without the compensation of the ‘intrinsic’ 
discontinuities is more immune to noise compared to the Hartley phase spectrum with 
the compensation of the ‘intrinsic’ discontinuities. It is important to mention that the 
presence of noise in the time domain increases the amount of the ‘intrinsic’ 
discontinuities in the phase spectrum. Consequently, the task of the compensation of 
the ‘intrinsic’ discontinuities is more demanding in the case where noise is present in 
the time domain.  

Concluding, the HPC compresses more efficiently than the FPC or the WFPC the 
signal’s phase content and can therefore be used in speech processing applications 
such as compression or coding. Preliminary compression / coding experimentation on 
synthetic speech signals have already given encouraging results in [9]. 

3.1   The Hartley Phase Spectrum of a Rectangular Pulse Signal 

The signal shown in figure 7 is produced by a rectangular pulse transmitted from a 
source. Multiple reflections are received with time delays and varying amplitudes, in 
a noisy environment.  

As expected, the starting and finishing points of the pulse/reflection of the pulse in 
the time domain coincide with the highest cepstral peaks of the HPC.  
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Fig. 7. Time domain signal (a) and cepstral domain signals: (b) FPC, (c) WFPC and (d) HPC, 
respectively, of the transmitted and reflected pulse  

4   Conclusions 

In this work we compare thre alternative non-linear (cepstral) phase features as to 
their noise robustness and phase content encapsulation efficiency merits. The feature 
proposed as advantageous in both aspects, with practical interest for (voiced) speech 
signal application is the Hartley Phase Cepstrum. The Hartley Phase Cepstrum may 
efficiently substitute the Fourier Phase Cepstrum in practical analysis of speech 
signals. 
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Abstract. Recently Empirical Mode Decomposition has been proposed as a 
nonlinear tool for the analysis of non stationary data. This paper concerns 
Empirical Mode Decomposition (EMD) of speech signal into intrinsic 
oscillatory mode functions IMFs and their spectral analysis. EMD is applied on 
speech signal, spectrogram of speech and IMFs are analysed. The different 
modes explored, underline the band-pass structure of IMFs. LPC analysis of the 
different modes shows that formant frequencies of voiced speech signal are still 
preserved. 

Keywords: Empirical mode decomposition, intrinsic mode functions, speech 
signal, spectral analysis. 

1   Introduction 

Basis decomposition techniques such as short time Fourier decomposition or wavelet 
decomposition have extensively been used to analyze non-stationary speech signals 
[1], [2], [3]. They are based on a complete and orthogonal decomposition of the signal 
into elementary components. The amplitudes of such components can be interpreted 
in terms of time-frequency or time-scale energy distribution. Spectrogram and 
scalogram which are respectively time-frequency and time-scale representation have 
been used in speech analysis. The main drawback of these approaches is that the basis 
functions are predetermined, and don’t necessarily match varying nature of signals. 
Linear prediction coding applied on speech signal is widely used for formant 
estimation and voice source analysis. Recently, the Empirical Mode Decomposition 
(EMD) has been proposed as a new tool for data analysis [2]. This technique performs 
a time adaptive decomposition of a complex signal into elementary, almost 
orthogonal components that don’t overlap in frequency. Practical applications of 
EMD are today broadly spread in numerous scientific disciplines and applied to a 
number of real life situations [5], [6], [7].  

In this paper, we use the empirical mode decomposition (EMD), first introduced by 
N. E. Huang and al. in 1998 [4], in speech analysis. This technique, adaptively, 
decomposes a signal into oscillating components. The EMD is in fact a type of 
adaptive wavelet decomposition which sub-bands are built as needed to separate the 
different components of the signal. 
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Motivated by the success of the EMD technique used in number of applications 
[6], [7] and [8], we are interested by the decomposition of natural speech signal in 
order to explore speech parameters.  

The outline of the present paper is as follows. Second section presents the non 
linear decomposition EMD technique, EMD of composite synthesized signal is given 
as academic example. In the third section we analyze the spectral contribution of the 
first three IMFs of speech signal. Linear Prediction Coding (LPC) analysis of 
different intrinsic mode functions is presented in section 4. This analysis provides 
formant representation of speech. Last section concludes this work. 

2   Empirical Mode Decomposition 

The empirical mode decomposition is a signal processing technique, proposed to 
extract the oscillatory modes embedded in a signal without any requirement of 
stationarity or linearity of the data. The goal of this procedure is to decompose a time 
series into components with well defined instantaneous frequencies. This technique 
can empirically identify the physical time scales intrinsic to the data that is the time 
lapse between successive maxima and minima of the signal [9]. Each characteristic 
oscillatory mode extracted is named Intrinsic Mode Function (IMF). It satisfies the 
following properties: an IMF is symmetric, has unique local frequency, and do not 
exhibit the same frequency at the same time for different IMFs. In other words, the 
IMFs are characterized by having the number of maxima and minima equal to the 
number of zero crossings (or different at most by one). 

The algorithm operates through the following steps [4]: 

1) Identification of all the maxima and minima of input signal x(k). 
2) Generation of the upper and lower envelope via cubic spline interpolation 

among all the maxima and minima, respectively. 
3) Point by point averaging of the two envelopes to compute a local mean series 

m(k). 
4) Subtraction of m(k) from the data to obtain an IMF candidate d(k) = x(k)-m(k). 
5) Check the properties of d(k): 
• If d is not an IMF (i.e: it does not satisfy the previously defined properties), 
replace x(k) by d(k) and repeat the procedure from step 1. 
• If d is an IMF, evaluate the residue m(k) = x(k)-d(k). 

6) Repeat the procedure from step 1 to step 5 by sifting the residual signal. The 
sifting process ends when the residue satisfies a predefined stopping criterion. 

By construction, the number of maxima and minima decreases when going from 
one residual to the next (thus guaranteeing that the complete decomposition is 
achieved in a finite number of steps). The corresponding spectral supports are 
expected to decrease accordingly. Selection of modes rather corresponds to an 
automatic and signal dependent time variant filtering [9], [10], [11]. 

At the end, we have:  

)t(nm)t(
n

1i
id)t(x +

=
= ∑  (1) 



 Voiced Speech Analysis by Empirical Mode Decomposition 215 

Here mn(t) is the residue and di(t) is the intrinsic mode function relative to i. di has 
the same number of zero crossings and extrema; and is symmetric with respect to the 
local mean. 

Another way to explain how the empirical mode decomposition works is that it 
picks out the highest frequency oscillation that remains in the signal. Thus, locally, 
each IMF contains lower frequency oscillations than the one extracted just before. 
This property can be very useful to pick up frequency changes, since a change will 
appear even more clearly at the level of an IMF [4]. 

Figure 1 shows EMD of composite signal. The signal taken in this example is 
composed by a superposition of a chirp and a sine wave.  

 
 

Fig. 1. At the top: the original signal composed by a chirp and a sine wave. Below: the first 
IMF witch is the chirp [12]. 

 

Fig. 2. EMD of a sum of 3 sine waves (100Hz, 300Hz and 900Hz) 
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Figure 2, shows another example where the analyzed signal is the sum of three sine 
waves having respectively 100 Hz, 300 Hz and 900 Hz as frequencies. The signal is 
composed by 450 samples at a sampling frequency of 9 kHz. EMD of this signal gives 
four IMFs and the residue. We can see that each IMF has the same number of zero 
crossings as maxima and minima, and is symmetric with respect to the zero line. We 
also note that the first mode which corresponds naturally to the highest frequency shows 
clearly that the 900 Hz frequency is present in the signal. Also, the second mode depicts 
300Hz frequency and the third IMF shows the lowest frequency which is 100Hz. 

 

Fig. 3. Spectrums of a composite signal, (100Hz, 300 Hz and 900 Hz) and its 4 IMFs 

Spectral analysis of the composite signal and its IMFs as depicted in figure 3, 
shows that the highest frequency is identified by the first IMF and the lowest one is 
given by the third IMF. This analysis permits to separate the composite signal into 
elementary components constituting the original signal. 

3   EMD Analysis of Voiced Speech Signal 

EMD is used to decompose the speech signal in order to analyze the formant 
frequencies characterizing the vocal tract. Speech signals used in this work are 
extracted from the Keele University database, sampled at 20 KHz [13]. 

For better comprehension and evaluation of IMF decomposition of speech signal, we 
compare the spectrogram of speech signal to spectrograms of the corresponding IMFs.  

Figure 4 represents spectrogram of the sentence ‘‘the north wind’’ pronounced by 
the speaker f4 (given by Keele database) and spectrograms of the three first IMFs. 

Spectrogram of speech is represented in figure 4a. Spectrogram of IMF1, IMF2 
and IMF3 are respectively represented in figures 4b, 4c and 4d. Spectrogram of IMF1 
(4b) shows highest frequencies of speech signal. The IMFs have band pass frequency 
structure; they are characterized by decreasing frequency bandwidth, and decreasing 
center frequency. 
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Fig. 4. Spectrograms of speech signal and its three first IMFs (a): spectrogram of speech signal, 
(b) spectrogram of IMF1, (c) spectrogram of IMF2, (d) spectrogram of IMF3 

4   LPC Analysis of Intrinsic Mode Functions  

For more exploration of IMFs, we operate LPC analysis of IMFs. We take as an exa-mple 
of speech signal, a vowel /o/ pronounced by a female speaker f1 from Keele database.  
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Fig. 5. Illustration of the EMD: vowel /o/ speaker f1 and the corresponding IMFs 

 

 

Fig. 6. LPC analysis of vowel /o/ speaker f1 (dashed line) and the 3 first IMFs (solid lines) 

Figure 5 shows the different modes obtained from the empirical mode decom-
position. Figure 6 represents LPC analysis of the signal and the three first IMFs. The 
LPC analysis of the first IMF fits approximately the speech signal for frequencies 
higher than 2.5 KHz. The first IMF does not depict the low frequencies of the signal, 
but the highest frequencies. These results can be interpreted as the frequency response 
of equivalent filters. As shown in figure 5, the collection of all such filters tends to 
estimate the different resonant frequencies of the vocal tract.  
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Fig. 7. Illustration of the EMD: vowel /a/, speaker m3 and the corresponding IMFs 

 

 

Fig. 8. LPC analysis of vowel /a/, speaker m3 (dashed line) and the 3 first IMFs (solid lines) 

Even if EMD is a non linear processing technique, the formants of speech signal 
are preserved and these frequencies are correctly evaluated. We give a second 
example for the vowel /a/ expressed by a male speaker m2. The resulting EMD and 
the LPC analysis are respectively depicted in figures 7 and 8. 
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5   Conclusion 

In this work, we have proposed a new method to decompose a speech signal into 
different oscillatory modes called empirical mode decomposition (EMD). 
Furthermore, we can look for a new time-frequency attributes obtained from the EMD 
analysis and based on an instantaneous frequency calculation of each component of 
the decomposition. LPC analysis of the first IMFs of speech signal, gives good 
estimation of formants, which represents resonant frequencies of the vocal tract. 
Perspectives of this work are noise reduction by EMD analysis, and parameter 
estimation of speech signal. 
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Abstract. In this contribution, a method based on nonlinear prediction of speech 
signals is proposed for detecting the locations of the instances of glottal closures 
(GCI). For that purpose, feature signals are obtained from the nonlinear prediction 
of speech using a sliding window technique. The resulting feature signals show 
maxima caused by the glottal closures which can be utilized for the GCI detection. 
To assess the procedure, a speech database with corresponding EGG signals is 
analyzed providing GCIs as reference.  

Keywords: speech analysis, nonlinear prediction, GCI detection. 

1   Introduction 

Speech analysis is often performed using linear models and statistics. However, 
nonlinear components are also contained in the speech signal [1]. The nonlinear 
components of speech signals are caused by several effects based on the speech 
production process and the excitation. The nonlinearity can be described more 
statistically by components which are not produced by a linear system excited with 
white Gaussian noise (WGN); this is especially valid, for example, for the voiced 
excitation. For speech analysis, nonlinear systems and operators, like the energy 
operator, are used [2, 3]. In this contribution, the nonlinearity of the speech signals is 
estimated by nonlinear prediction based on Volterra series. The estimation is 
performed by an LSE approach yielding the optimum coefficients for a speech 
segment analytically [4, 5]. In [5] speech features based on the prediction gain by 
nonlinear components are discussed. In this contribution, features based on individual 
nonlinear predictor coefficients are used and, additionally, a post-processing of the 
feature signals is carried out estimating the locations of the instances of glottal 
closures (GCI). The GCI detection from the speech signal is relevant for many 
applications; therefore, several methods exist [6]. One group of algorithms uses a first 
processing based on linear prediction or related methods with a sliding window to 
obtain feature signals, from which the GCIs are estimated [7, 8]. Other groups use, for 
example, wavelet-based methods or an analysis of the LPC residual [9]. The 
algorithm, proposed in this contribution, has a common ground with these of the first-
mentioned group since it uses a sliding window technique, too. The contribution is 
organized in a way that, firstly, the nonlinear prediction and the feature signals are 
explained and, secondly, the GCI detection algorithm and its evaluation are discussed. 
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2   Weighted Nonlinear Prediction 

The nonlinear prediction based on Volterra series estimates a signal value ( )x n  by a 

linear combination of last values and products of last values. The first line of eq. (1) 
shows the prediction error ˆ( ) ( ) ( )e n x n x n= −  using the first and second Volterra 

kernels with the coefficients ih  and ,i jh , respectively. For a segment-wise analysis, 

attaching different weights to the error values can be appropriate leading to a 
weighted nonlinear prediction defined by the second line of eq. (1) 

,
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The weighting function ( )w n  determines how strong the values are considered for the 

estimation depending on their positions within the segment. For the prediction of the 
segment values, the finite signals can be described by vectors leading to a vector-
based description of eq. (1) represented by 
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implying the segment , ( ( ), ( 1), ( ))k k L x k x k x k L+ = + +x …  with the length 1l L= + . 

The vector ,N M
we  includes the weighted prediction error values obtained from a 

prediction of orders N and M for the first and second kernel, respectively. Eq. (2) can 
be solved for the vector u  resulting in eq. (3). The optimum predictor coefficients are 
given by the best possible approximation of the vector u  by a linear combination of 
the vectors iu  and ,i ju  minimizing the length of the error vector 
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This optimization can be solved analytically by regression. An example of performing 
the regression is given in [5]. 
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3   Nonlinear Feature Signals 

The vector-based prediction algorithm of the previous section is used to estimate the 
coefficients   ih  and ,i jh  from overlapping speech frames ,k k L+x . The coefficients 

corresponding to the frame ( ), ( ), ( 1), ( )k k L x k x k x k L+ = + +…x  are denoted by the 

index k with ( )ih k  and , ( )i jh k ; analogously, the same is valid for , ( )N M
w ke . For the 

analysis, a sliding window technique is used, since the positions of the frame 
boundaries affect the analysis results which is explained in the following. The voiced 
speech can be described by the output of the speech production system excited by the 
voiced excitation. The voiced excitation is highly affected by the glottal closures 
causing impulses in the excitation; in comparison to that, glottal openings have 
usually minor effects. In [7] a short rectangular window is used as sliding window, 
since in this case the prediction error can be assumed to be zero or minimum for 
windows within the closed glottis interval. In comparison to that, here, nonlinear 
prediction is used and, additionally, a special window function is integrated. 
Furthermore, the frame length is chosen longer modifying the argumentation slightly. 
The analysis results of the prediction are influenced by the numbers and locations of 
the glottal closures within in the frame. Therefore, the prediction results can be also 
very sensitive corresponding to the positions of the frame boundaries since a small 
shift of a boundary can decide whether a glottal closure is inside or outside of the 
frame. Hence, if the frame is shifted rightward, a glottal closure can be introduced at 
the right side and/or a glottal closure can be removed at the left side. To remove the 
escaping glottal closure at the left side gradually, an asymmetric window function aw  

is used which can be seen in fig. 1. The left part (2/3 of the length) of aw  is equal to  
 

 

Fig. 1. Asymmetric window function aw  

the left side of the Hann window. The window function is not included to eliminate 
spectral distortions since the estimation algorithm corresponds to the covariance 
method.  

Feature signals are derived from the products of the nonlinear prediction which is 
explained in the following. Each frame ,k k L+x  yields a feature value F . Since the 

shifting of the frame is one sample, the series of features can be interpreted as a 
feature signal ( )F k . For each feature value ( )F k  a corresponding speech sample 

( )x k d+  can be assigned with 0 d L≤ ≤ . To synchronize the speech and feature 

signal, d L=  is reasonable for the asymmetric window aw  since it describes the right 

window side. In [5] the prediction gain by the nonlinear components is used to define 
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the feature signal ,
gain ( )N MF k  of eq. (4) describing a measure of nonlinearity; the 

numerator contains the error by the linear prediction whereas the denominator 
contains the error by the nonlinear prediction. The analyses indicate that the 
prediction gain yields best results for order 1M =  of the second kernel; however, it 
yields not reliably good results. One reason lies in the fact that the voiced excitation 
comprises components in addition to the glottal closures. Therefore, the feature signal 

,
, ( )N M

i jF k  is proposed based on an individual nonlinear coefficient ,i jh  and its sign 

depends on the polarity of the analyzed signal 

,0
,
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( ) log
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k

⎛ ⎞
⎜ ⎟= ⎜ ⎟⎜ ⎟
⎝ ⎠

e

e
 

,
,, ( ) ( )N M

i ji jF k h k′= ± . 

(4) 

The feature signal , ( )i jh k′  is a mean-balanced and power-balanced version of 

, ( )i jh k . For the calculation of , ( )i jh k′ , the short-time mean of , ( )i jh k  is subtracted 

to each value , ( )i jh k , after that, each value is divided by a short-time estimation of 

the power of the feature signal resulting in the feature signal ,i jh′ .  

4   Detection of GCI 

To asses GCI detection algorithms, the GCIs obtained from the EGG signal can be 
used as reference. The locations of the GCI can be associated with the positive peaks 
of the DEGG signal which is the derivative of the EGG. Since the EGG signals can be 
a little bit noisy, the EGG signals are smoothed prior to applying the derivative. For 
the GCI detection from speech, the feature signals of the last section are used. In the 
following, the order selection and differences between the features signals for GCI 
detection are treated. The analyses indicate that the feature signals with small 
prediction orders yield mostly better or equal results than with higher prediction 

orders. The features with smallest prediction orders are 1,1
1,1F  and 0,1

1,1F ; the latter 

feature considers only nonlinear components. Fig. 2 shows the feature signals and the 
EGG-based signals for a speech segment uttered by a female speaker. The speech 
segment is from the Keele database which is converted to a sampling rate of 8 kHz. 
The frame length for the analysis is 150l = . It can be seen that the peaks of the 

DEGG correspond to peaks of the feature signals 1,1
gainF  and 1,1

1,1F . Therefore, GCI 

candidates can be recognized by the maxima of these feature signals. The feature 
signal based on prediction gain shows additional maxima which complicates the 
choosing of the true GCIs from the candidates.  Since the additional maxima have 

mostly a negative sign for the feature 1,1
1,1F , the feature 1,1

1,1F  has advantages. This 
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circumstance is based on the fact that the prediction gain depends only on the absolute 
value of 1,1h  provided that the coefficient is optimum. Although the resulting feature 

signal 1,1
1,1 ( )F k  in fig. 2 is suitable, the analyses of different speakers indicate that the 

choice of a male speaker deteriorates often the results. In this point, the feature signal 
0,1

1,1F  seems to be favorable since it delivers good results for female and male voices.  

 

Fig. 2. Analyzed speech with corresponding feature signals and EGG signal 

4.1   Algorithm for GCI Detection 

In the following, an automatic GCI detection algorithm based on the feature signal 
0,1

1,1F  is explained. In comparison to 1,1
1,1F , the glottal closures are estimated by 

crossing a threshold θ  from beneath. The threshold is determined by a percentage of 
the maximum value of the feature signal; the calculation of θ  is performed adaptively 
resulting in ( )kθ . The estimation of GCI candidates is defined by 

( )
0,1 0,1

1,1 1,1

0,1 0,1 0,1
1,1 1,1 1,1

( ) ( ) and ( 1) ( ) is GCI candidate

with ( ) max ( ), ( 1), ( ) .

F k k F k k k d

k F k W F k W F k W

θ θ

θ α

≤ + > ⇒ +

= ⋅ − − + +…
 (5) 

The factor α  of the maximum is chosen with 0.3α =  and W  determines the 
neighborhood for the calculation of the thresehold ( )kθ ; this threshold is shown in 
fig. 2 with the positive values of the feature signal representing the threshold for 

0α = ; the function pos(F) yields the feature value F for 0F >  and 0 for 0F ≤ . 
After determining the GCI candidates, a post-processing is performed estimating a 
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realistic sequence of GCIs. Only GCI candidates are chosen which have distances 
between themselves which are greater than a minimum distance. This minimum 
distance is equal for all analyses, however, different for male and female speakers. 
Each GCI candidate is weighted by the sum S of the following consecutive feature 
values which are greater than the threshold. This value S can be used to decide 
between two or more possible GCI candidates which are close together. The 
algorithm starts with two adjoining GCI candidates describing the initial conditions. 
From the difference of the positions of the two candidates a provisional pitch period 
length p is estimated.  Then, in a region of the position of the right GCI candidate plus 
p the GCI candidate with maximum S is chosen as next GCI position. If no GCI 
candidate is in that region, GCI candidates are used obtained with the threshold 0θ =  
( 0α = ). This is repeated till no candidate can be found. The same is performed on 
the left side. The initial condition of the algorithm is varied for all possible two 
adjoining GCI candidates and the resulting GCI positions are arranged in the final set 
of GCI positions considering the minimum distance. The final set of detected GCI 

positions is denoted with 0,1
1,1( )k Fγ  whereas the GCI positions obtained from the 

EGG signal is denoted with (EGG)iγ .  

4.2   Analysis of Speech Database 

The automatic GCI detection algorithm based on the feature signal 0,1
1,1F   is used to 

estimate the GCIs of the speech signals from the Keele database. The Keele database 
contains utterances from five male and five female speakers [6]. Each utterance 
consists of the same text providing phonetically balanced English. For the analysis, 
the sampling rate of the speech and EGG signals are converted to 8 kHz. To analyze 
only voiced speech parts, firstly, the voiced parts of the speech signals are aligned. 
For the voice detection, the short-time energy of the speech (low-passed) is used. 
Then, the GCIs are automatically determined from the speech and the EGG signals 

resulting in the GCI positions 0,1
1,1( )k Fγ  and (EGG)iγ , respectively. It should be 

mentioned that the (EGG)iγ  are actually obtained from the DEGG signal. For 

comparing the GCIs of 0,1
1,1( )k Fγ  and (EGG)iγ , each EGG-based GCI position is 

assigned to a feature-based GCI: 0,1
( ) 1,1(EGG) ( )i i Fυγ γ→  with ( )iυ  on condition that 

the absolute value the difference 0,1
( ) 1,1( ) (EGG)i iFυδ γ γ= −   of two positions is 

smaller or equal ε ; the constant ε  is the allowed deviation. This means that, if 
| |δ ε>  is true, the EGG-based glottal closure is declared as not detected. 

Additionally, no unassigned 0,1
1,1( )k Fγ  should exist between two adjacent (EGG)iγ . 

In this way, the percentage ϑ  of correctly detected GCIs can be computed. This 
percentage ( )ϑ ε  of correct detections depends on the permitted deviation ε . Table 1 

shows the resulting averaged values for the analysis of the Keele database depending 

on ε . The values δ  and | |δ  are the means of the differences δ  and their absolute 

values representing the bias of the detection and the averaged distance to the reference 
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GCI, respectively. Since the first and last GCIs of each voiced segment are sometimes 
imperfect, the values are also computed ignoring these GCIs; this is denoted by ( ∗ ). 
The resulting values of table 1 are averaged over all analyzed voiced segments of the 
speakers and, then, averaged for five female and four male speakers, respectively. The 
4th male speaker of the Keele database is ignored since the EGG-based GCI detection 
was not reliable; however, this was not valid for the feature-based GCI detection. The 
voiced parts of the analyzed nine speakers of the Keele database yield about 26000 
EGG-based GCIs which are considered for the evaluation. From table 1, it can be 
seen that the GCI detection yields better estimations for female speakers. This is also 
valid for the individual subjects, for example, the percentage of correctly estimated 
GCIs for 1ε = ms is 96.5, 96.9, 96.9, 94.2, and 91.7 % for the five female speakers 
and 87.8, 87.7, 87.4, and 80.9 % for the four male speakers. The averaged offset δ  of 
the GCI detection is different for male and female speakers. This can be seen also for 
the individual subjects of the speakers, for example for 1ε = ms, the offsets is 0.13, 
0.18, 0.13, 0.35, and 0.16 ms for the female speakers and -0.11, -0.18, -0.11, and -
0.27 ms for the male speakers. It should me mentioned that for the calculation of the 
percentage of the correctly estimated GCIs, the offset is not considered. By a 
consideration of an offset, the estimation results would be improved. 

The averaged values give an evaluation respecting the whole database; however, an 
inspection of individual segments is necessary to judge several effects. Fig. 3 shows 
some individual examples cutting out from analyzed segments. Fig. 3 (a) shows that the 
algorithm works usually also for in-stationary speech regions; however, if the regions 
are very corrupted with abrupt changes of the pitch, the GCI detection can produce false 
detections. Fig. 3 (d) shows that multiple candidates can be produced by the threshold 
( 0.3α = ); for this case, the candidates are unambiguous with the threshold with 0α = . 
The EGG and DEGG signals don’t yield in all cases unambiguous and precise GCIs 
[10]. The figs. 3 (b),(c) and (e) show examples concerning the use of the EGG signal for 
the reference GCIs. In some cases the EGG signal has a region which is very 
 

Table 1. Comparisons between estimated and reference GCIs obtained from Keele database: δ  
is the deviation between EGG-based and feature-based GCIs, ( )ϑ ε  is the percentage of 

correctly estimated GCIs with | |δ ε≤ , ( )δ ε  and | ( ) |δ ε  are the means of the deviations of the 

correctly estimated GCIs.  ( ∗ ) means ignoring the first and last GCI of each voiced segment.  

            ε   
   [ms] / [samples] 

  ϑ   [%] 
female/male 

 | |δ   [ms] 
female/male 

 δ   [ms] 
female/male 

 0.375   /     3        83.7   /  63.7   0.19  /  0.18  0.157 /  -0.016 
 0.375   /     3     ( ∗ )   85.7   /  67.5   0.19  /  0.18  0.163 /  -0.014 
 0.625   /     5        93.3   /  76.6   0.22  /  0.25  0.185 /  -0.092 
 0.625   /     5     ( ∗ )   95.3  /   80.4   0.22  /  0.24   0.19  /  -0.086 
 1.0       /     8        95.3  /   85.9   0.24  /  0.31   0.19  /  -0.167 
 1.0       /     8     ( ∗ )   97.0  /   89.6       0.23  /  0.31    0.2    /  -0.157  
 1.5       /   12        96.2  /  90.9   0.25  /  0.37   0.2    /  -0.22 
 1.5       /   12     ( ∗ )   98.0  /   93.7   0.24  /  0.35   0.21  /  -0.2 
 2.0       /   16        96.6  /   93.6   0.25  /  0.41   0.25  / -0.25 
 2.0       /   16     ( ∗ )   98.3  /   95.6   0.25  /  0.38   0.21  / -0.22 
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Fig. 3. Examples of analyzed speech segments: (a) in-stationary speech segment, (b) and (c) 
DEGG signal with double peaks, (d) multiple GCI candidates for threshold with 0.3α = , (e) 
distorted EGG/DEGG signal 
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low-level and blurred, as shown in fig. 3 (e). In comparison to that, the GCI detection 
based on the feature signal works for these regions usually as good as for the other 
regions. The increasing regions of the EGG describing the GCIs can be relatively long. 
Additionally, this increasing part of one glottal cycle of the EGG can produce more than 
one peak in the DEGG, which is shown in the figs. 3 (b) and (c). This means, that the 
evaluation by EGG-based GCIs is a good method; however, it produces not 
continuously exact evaluations, especially, for a precise calculation of the deviations 
between the estimated and true GCIs.  

5   Conclusions 

In this paper a GCI detection algorithm based on nonlinear prediction is proposed. For 
that purpose, different speech features are discussed concerning the detection of GCIs. 
The analyses show that small prediction orders are favorable and that, for the feature 
definition, individual nonlinear coefficients are advantageous over the prediction gain. 
The proposed algorithm is evaluated by the analysis of the Keele database showing 
that the nonlinear statistics can be utilized for GCI detection.  

Acknowledgments. The author would like to thank C. D’Alessandro for discussion. 
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Abstract. Classical objective criteria evaluate speech quality using one
quantity which embed all possible kinds of degradation. For speech de-
noising applications, there is a great need to determine with accuracy
the kind of the degradation (residual background noise, speech distor-
tion or both). In this work, we propose two perceptual bounds UBPE
and LBPE defining regions where original and denoised signals are per-
ceptually equivalent or different. Next, two quantitative criteria PSANR
and PSADR are developed to quantify separately the two kinds of degra-
dation. Some simulation results for speech denoising using different ap-
proaches show the usefulness of proposed criteria.

Keywords: Objective criteria, speech denoising, UBPE, LBPE,
PSANR, PSADR.

1 Introduction

Evaluation of denoised speech quality can be done using subjective criteria such
as MOS (Mean Opinion Score) or DMOS (Degradation MOS) [1]. However, such
evaluation is expensive and time consuming so that, there is an increasing in-
terest in the development of robust quantitative speech quality measures that
correlate well with subjective tests. Objective criteria can be classified according
to the domain in which they operate. We relate, for example, the Signal to Noise
Ratio (SNR) and segmental SNR operating on time domain [2], the Cepstral
Distance (CD) and Weighted Slope Spectral distance (WSS) operating in fre-
quency domain [2] and Modified Bark Spectral Distortion (MBSD) operating in
perceptual domain [3]. Perceptual measures are shown to have the best chance
of predicting subjective quality of speech and other audio signals since they are
based on human auditory perception models.

The common point to all objective criteria is their ability to evaluate speech
quality using a single parameter which embed all kinds of degradation after any
processing. Indeed, speech quality measures are basing their evaluation on both
original and degraded speeches according to the following application C:

C : E
2 −→ R

(x, y) �−→ c
(1)

M. Chetouani et al. (Eds.): NOLISP 2007, LNAI 4885, pp. 230–245, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



Quantitative Perceptual Separation of Two Kinds of Degradation 231

where E denotes the time, frequency or perceptual domain. x (resp. y) denotes
original speech (resp. observed speech altered by noise or denoised speech after
processing) and c is the score of the objective measure.

Mathematically, C is not a bijection from E
2 to R. It means that it is possible

to find a signal y′ which is perceptually different from y but has the same score
as the one obtained with y (c(x, y) = c(x, y′)). We relate, for example, the case
of an original signal x which is corrupted by an additive noise to construct the
signal y. Then, x is coded and decoded using a CELP coder to obtain the signal
y′. It is obvious that the degradation noticed in both y and y′ are not the same.
Degradation of y is heard as a background noise and the degradation of y′ is
perceptually heard as signal distortion.

We aim improving speech quality evaluation by separating two kinds of degra-
dation which are the additive residual noise and the speech distortion. Each
degradation will be evaluated using its adequate criterion so that the non bi-
jection C will be avoided and replaced by a bijection one characterized by a
couple of outputs instead of a single output. Moreover, thanks to the advantage
of perceptual tools in the evaluation of speech quality, the new couple of criteria
will be based on auditor properties of human ear.

2 Study Context: Speech Denoising

Before defining novel criteria of speech quality evaluation, let’s define the differ-
ent kinds of degradation altering speech. Without loss of generality, we consider
the speech denoising application and we use spectral denoising approaches. They
are viewed as a multiplication of noisy speech spectrum Y (m, k) by a real pos-
itive coefficient filter H(m, k) (see for example [5]). The estimated spectrum of
clean speech is written

Ŝ(m, k) = H(m, k)Y (m, k), (2)

where m (resp. k) denotes frame index (resp. frequency index).
The estimation error spectrum ξ(m, k) is given by

ξ(m, k) = S(m, k) − Ŝ(m, k). (3)

We assume that speech and noise are uncorrelated. Thus, the estimated error
power spectrum is given by

E{|ξ(m, k)|2} = [H(m, f) − 1]2E{|S(m, k)|2} + H(m, k)2E{|N(m, k)|2}, (4)

where |N(m, k)|2 denotes the noise power spectrum.
Since 0 < H(m, k) < 1, the first term of Eq. 4 expresses the ‘attenuation’

of clean speech frequency components. Such degradation is perceptually heard
as a distortion of clean speech. However, the second term expresses the resid-
ual noise which is perceptually heard as a background noise. Since, it is addi-
tive, it is possible to formulate it as an ‘accentuation’ of clean speech frequency
components.
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Fig. 1. Power spectrum of two signals degraded differently

3 Classical Criteria Limitations

To show the limitations of classic criteria for evaluating the denoised signal qual-
ity in terms of degradation nature i.e.; residual background noise or distortion
of clean speech, we construct the two following signals [4]:
− s1(n) is a corrupted version of the clean speech s(n) by an additive white
Gaussian noise with SNRseg = 15 dB. s1(n) is perceptually heard as the clean
speech drowned in background noise without any noticeable distortion of the
clean speech itself. The background noise heard in s1(n) express the residual
noise after the denoising process.
− s2(n) is constructed in the short time spectral domain. To simulate the speech
distortion, we artificially attenuate some frequency components of clean speech
signal. s2(n) is heard as a distorted version of the clean speech s(n) without any
noticeable residual background noise.

We represent in Fig. 1, the power spectrum of the two signals. They are
completely different because of their different construction process. The power
spectrum of the first signal |S1(m, k)|2 is above the clean one. It can be seen
as an ‘accentuation’ of the clean speech power spectrum. However, the power
spectrum of the second signal |S2(m, k)|2 is below the clean one. Hence, it is
considered as an ‘attenuation’ of the clean speech power spectrum.

Regarding Fig. 1, the two signals s1(n) and s2(n) must be evaluated differently
using classic criteria. To asses the speech quality of s1(n) and s2(n), we use the
SNRseg as temporal criterion, the WSS as frequency criterion and MBSD as
perceptual criterion. Tab. 1 summarize the assessment scores obtained by the
mentioned criteria. In terms of SNRseg and WSS scores, the two signals are
similar which means that they are supposed to have the same quality. However,
according to listening tests and to Fig. 1, this is can’t be true. Thus, for the same
score obtained by an objective criterion, it is possible to find many signals which
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Table 1. Objective evaluation of s1(n) and s2(n)

SNRseg (dB) WSS MBSD

s1(n) 3.5 34.3 0.92

s2(n) 3.6 31.0 0.02

are perceptually different. This fact shows the non bijection of classical objective
criteria. In terms of MBSD, the best score is obtained for the distorted signal.
However, subjective tests show that the degradation of the signal s2(n) is more
annoying than the degradation of signal s1(n).

Thus, using a single parameter to evaluate the speech quality, it is not possible
to separate the two kinds of degradation.

4 Proposed Perceptual Characterization of Audible
Degradation

We aim to perceptually characterize the degradation altering denoised speech.
Hence, auditory properties of human ear are considered. More precisely, the
masking concept is used: a masked signal is made inaudible by a masker if the
masked signal magnitude is below the perceptual masking threshold MT. In our
case, both degradation can be audible or inaudible according to their position
regarding the masking threshold. We propose to find decision rules to decide
on the audibility of residual noise and speech distortion by using the masking
threshold concept. If they are audible, the audibility rate will be quantified
according to the proposed criterion. There are many techniques to compute
masking threshold MT, we use in this paper Johnston model which is well known
for its simplicity and well used in coding context [6].

4.1 Perceptual Characterization of Audible Noise

According to MT definition, it is possible to add to the clean speech power
spectrum, the MT curve (considered as a ‘certain signal’) so that the resulting
signal (obtained by inverse FFT) has the same audible quality than the clean
one. The resulting spectrum is called Upper Bound of Perceptual Equivalence
“UBPE” and is defined as follows

UBPE(m, k) = Γs(m, k) + MT (m, k), (5)

where Γs(m, k) is the clean speech power spectrum.
When some frequency components of the denoised speech are above UBPE,

the resulting additive noise is heard.

4.2 Perceptual Characterization of Audible Distortion

By duality, some attenuations of frequency components can be heard as speech
distortion. Thus, by analogy to UBPE, we propose to calculate a second curve
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which expresses the lower bound under which any attenuation of frequency com-
ponents is heard as a distortion. We call it Lower Bound of Perceptual Equiva-
lence “LBPE”. To compute LBPE, we used the audible spectrum introduced
by Tsoukalas and al for audio signal enhancement [7]. In such case, audible spec-
trum is calculated by considering the maximum between clean speech spectrum
and masking threshold.

When speech components are under MT, they are not heard and we can
replace them by a chosen threshold σ(m, k).
The proposed LBPE is defined as follows

LBPE(m, k) =

{
Γs(m, k) if Γs(m, k) ≥ MT (m, k)
σ(m, k) otherwise .

(6)

The choice of σ(m, k) obeys only one condition σ(m, k) < MT (m, k). We
choose it for example equal to 0 dB.

4.3 Usefulness of UBPE and LBPE

Using UBPE and LBPE, we can define three regions characterizing the per-
ceptual quantity of denoised speech: frequency components between UBPE and
LBPE are perceptually equivalent to the original speech components, frequency
components above UBPE contain a background noise and frequency compo-
nents under LBPE are characterized by speech distortion. This characterization
constitutes our idea to identify and detect audible additive noise and audible dis-
tortion. As illustration, we present in Fig. 2 an example of speech frame power
spectrum and its related curves UBPE (upper curve in bold line) and LBPE
(bottom curve in dash line). The clean speech power spectrum is, for all frequen-
cies index, between the two curves UBPE and LBPE. We remark that the two
curves are the same for most peaks. It means that for these frequency intervals,
any kind of degradation altering speech will be audible. If it is over UBPE,
it will be heard as background noise. In the opposite case, it will be heard as
speech distortion.

5 Audible Degradation Estimation

5.1 Audible Additive Noise PSD Estimation

Once UBPE is calculated, the superposition of denoised signal power spectrum
and UBPE leads to separate two cases. The First one corresponds to the re-
gions of denoised speech power spectrum which are under UBPE. In such case,
there is no audible residual noise. In the second case, some denoised speech fre-
quency components are above UBPE, the amount above UBPE constitutes the
audible residual noise. As illustration, we represent in Fig.3 an example of de-
noised speech power spectrum and its related UBPE curve calculated from clean
speech. The used denoising approach is spectral subtraction [5]. From Fig.3, we
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Fig. 2. An example of UBPE and LBPE in dB of clean speech frame

notice that frequency regions between 1 kHz and 2 kHz are above UBPE, they
hence contain residual audible noise. In terms of listening tests, such residual
noise is annoying and constitutes in some cases the musical noise. Such musical
noise is very popular and constitutes the main drawback of spectral subtraction
approaches.

Once the UBPE is calculated, it is possible to estimate the audible power
spectrum density of residual noise using a simple subtraction when it exists.
Hence, the residual noise power spectrum density PSD is written

Γ p
n(m, k) =

{
Γŝ(m, k) − UBPE(m, k) if Γŝ(m, k) > UBPE(m, k)
0 otherwise ,

(7)

where Γŝ(m, k) denotes the PSD of denoised speech and the suffix p designs the
perceptually sense of the PSD.

5.2 Audible Speech Distortion PSD Estimation

We use the same methodology as the one used for residual background noise. We
represent in Fig.4 an example of denoised speech power spectrum and its related
curve LBPE calculated from the clean speech. We notice that some regions are
under LBPE (for example regions between 1.5 kHz and 2 kHz), they hence
constitute the audible distortion of the clean speech. In terms of listening tests,
they are completely different from residual background noise. They are heard as
a loss of speech tonality.

It is possible to estimate the audible distortion PSD Γ p
d as follows

Γ p
d (m, k) =

{
LBPE(m, k) − Γŝ(m, k) if Γŝ(m, k) < LBPE(m, k)
0 otherwise .

(8)
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Fig. 3. Superposition of a denoised speech power spectrum and its related clean speech
UBPE

6 Audible Degradation Evaluation

In this section, we detail the proposed approach to quantify separately the two
kinds of degradation. The assessment of the denoised speech quality by means
of two parameters permits to overcome the problem of non bijection of classic
objective evaluation and to better characterize each kind of speech degradation.
Hence, instead of the application defined in Eq. 1, we develop a novel application
from perceptual domain to R

2

C : E
2 −→ R

2

(x, y) �−→ (PSANR, PSADR) (9)

where PSANR and PSADR are two parameters related respectively to the
residual noise and the distortion.

The definition of PSANR and PSADR is inspired from the SNR definition
which is the ratio between signal energy and noise energy. Thanks to Parseval
theorem it can be calculated in frequency domain. Moreover, since the UBPE
and LBPE are perceptually equivalent to the original signal, the proposed def-
inition uses the energy of UBPE and LBPE instead of the energy of the clean
speech. The time domain signal related to UBPE is called “upper effective sig-
nal” whereas the time domain signal related to LBPE is called “lower effective
signal”. In the following subsection, we define the proposed criteria.

6.1 Perceptual Noise Criterion PSANR

The perceptual residual noise criterion is defined as the ratio between the upper
effective signal which is the UBPE and the audible residual noise. The Per-
ceptual Signal to Audible Noise Ratio PSANR(m) of frame m is calculated in
frequency domain (due to the Parseval theorem) and it is formulated as follows
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Fig. 4. Superposition of a denoised speech frame and its related clean speech LBPE

PSANR(m) =
∑N

k=1 UBPE(m, k)
∑N

k=1 Γ p
n(m, k)

, (10)

where N denotes the total number of frames.

6.2 Perceptual Distortion Criterion PSADR

By the same manner, we define the Perceptual Signal to Audible Distortion Ratio
PSADR(m) of frame m as a ratio between the lower effective signal which is
LBPE and the audible distortion. The PSADR(m) is given by:

PSADR(m) =
∑N

k=1 LBPE(m, k)
∑N

k=1 Γ p
d (m, k)

. (11)

6.3 PSANDR Criteria

To compute the global PSANR and PSADR of the total speech sequence, we
are referred to the segmental SNR (SNRseg) thanks to its better correlation
with subjective tests when compared to the traditional SNR. The principle
of segmental SNR consists in determining the SNR for each frame SNR(m)
and then calculating their geometric mean over the total number of frames

SNRseg = M

√∏M
m SNR(m) [2]. Moreover, since the SNR and SNRseg are

usually expressed in dB. The geometric mean is equivalent to the arithmetic
mean in log domain.

Using this approach, we compute the global PSANR and PSADR for a
given sequence of speech. Next, the couple (PSANR,PSADR) defines the new
criterion to evaluate both kinds of degradation. We call it Perceptual Signal to
Audible Noise and Distortion Ratio “PSANDR”.
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7 Experimental Results for Artificial Degradations

7.1 Case of Artificial Additive Noise

To show the ability of PSANDR to take into account the perceptual effect of
an additive noise, we add to a clean speech an artificial noise, constructed from
the masking threshold by multiplying it with a factor α ≥ 0:

y(n) = s(n) + αMT (n). (12)

In Fig.5, we represent the evolution of SNRseg, PSANR and PSADR, versus
α, calculated between clean speech s(n) and the noisy one y(n). We notice the
following interpretations.

– For the range of α between 0 and 1, SNRseg decreases as α increases which
means that there is a degradation of speech quality. This fact is true in terms
of signal to noise ratio. In fact, the noisy speech temporal form is different
from the clean speech temporal form. In perceptual sense, the power of the
added artificial noise doesn’t overtake the masking threshold MT . So, the
additive noise is not audible because it is masked by the clean speech. With
PSANR, we confirm that the amount of audible noise is null (see Eq. 7)
and the PSANR is infinite. In our simulation, we choose to truncate it to
value 35 dB.

– For α > 1, the background noise becomes audible because its power over-
takes MT . Thus, when α increases, the PSANR decreases showing that the
additive noise is audible and more annoying. However, for all ranges of α,
the PSANR remains above the SNRseg. This is explained by the ability of
the clean speech to mask a certain portion of the added noise.

– We notice that for any value of α, the second term PSADR is always con-
stant and is equal to 35 dB. In fact, there is no distortion of the clean speech
and the only audible degradation is the background noise.

7.2 Case of Artificial Distortion

We propose to show the ability of PSADR to take into account the perceptual
effect of the distortion impairing the denoised speech. For simplicity reasons, we
deal with the case where the distortion is inaudible. For such reason, we built an
artificial signal obtained from the clean one by multiplying its power spectrum
which is under the MT by a factor γ (0 ≤ γ ≤ 1).

Y ′(m, k) =

{
γ · S(m, k) if |S(m, k)|2 < MT (m, k)
S(m, k) otherwise .

(13)

We hence define the distortion as the attenuation of frequency components of
clean speech. When we superpose the clean speech power spectrum and it’s re-
lated masking threshold MT , frequency components under MT are not audible.
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Fig. 5. Evolution of SNRseg , PSANR and PSADR versus α in case of additive noise

By multiply these non audible components by a factor γ ≤ 1, we will not touch
on the perceptual quality of the clean speech.

In Fig.6, we represent the evolution of SNRseg and PSADR versus γ cal-
culated between clean speech s(n) and the distorted one y′(n). We notice the
following interpretations.

– For the range of 0 ≤ γ < 1, SNRseg decreases as γ decreases which involves
the presence of a certain degradation. However, because of the perceptual
transparency of the transformation from s(n) to y′(n), the two signals have
the same perceptual quality. Therefore, the detected degradation in SNRseg

has no significant mean in perceptual sense.
– PSADR is constant, for all ranges of 0 ≤ γ < 1, which means that although

the modification of the speech spectrum, the resulting signal is still per-
ceptual equivalent to the original one. This experience confirms once again
that there are some distortions which are not audible but detected by classic
objective criteria as noticeable distortion.

8 Experimental Results with Subtractive Denoising
Techniques

8.1 Overview

In order to show advantages of the proposed criterion for evaluating quality of
denoised speech in real cases, we propose to assess the performances of power
subtraction technique using PSANR, PSADR and traditional criteria.

We recall that the denoised speech power spectrum is obtained from the noisy
one using the following relationship [8]:

|Ŝ(m, k)|2 =

{
|Y (m, k)|2 − β|N̄(m, k)|2 if |Y (m, k)|2 > |N̄(m, k)|2

β′|N̄(m, k)|2 otherwise .
(14)
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Fig. 6. Evolution of SNRseg and PSADR versus γ in case of artificial distortion

where |Ŝ(m, k)|2 (resp. |Y (m, k)|2 ) denotes the denoised speech power spectrum
(resp. the noisy speech power spectrum). |N̄(m, k)|2 is the estimated noise power
spectrum, obtained by averaging the noise spectra from several frames of “si-
lence” during pause intervals. m (resp. k) designs frame index (resp. frequency
index). β is the over subtraction factor and β′ is the spectral flooring factor.

The phase of noisy speech is not modified. Thus, the enhanced speech signal
is obtained with the following relationship.

ŝ(m, k) = IFFT
(
Ŝ(m, k) · eθ(m,k)

)
, (15)

where IFFT is the Inverse Fast Fourier Transformation and θ(m, k) is the phase
of noisy speech.

8.2 Perceptual Effect of β and β′

The choice of the two parameters β and β′ in Eq. (14) must obey the classical
tradeoff between residual noise and speech distortion. In fact, the parameters β
and β′ operates as follows :

– The parameter β controls the amount of noise to be reduced. If 0 < β < 1,
the noise power spectrum is underestimated and the denoised speech power
spectrum is little modified. Intuitively, we can expect high level of resid-
ual noise with low distortion. when β is chosen larger than 1, the noise
is overestimated and β|N(m, k)|2 is subtracted. Thus, the denoised speech
is more attenuated with introduction of unavoidable distortion. Subjective
tests confirm that if 0 < β < 1, the denoised speech is heard as a clean
speech drowned in background noise without noticeable distortion. If β � 1
the denoised speech is heard as pure distorted version of clean speech with
little amount of residual noise.
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– β′ is a parameter to control the amount of residual noise when the first
condition of Eq. (14) is not satisfied. When β′ increases, the background
noise level increases. In our study, we choose it equal to zero.

8.3 Influence of β on Objective Criteria

In this section, we propose to study the influence of the factor β on the quality
of the denoised speech using PSANR, PSADR and classic criteria. We seek to
demonstrate that the proposed criterion can predict the impact of varying β on
the denoised speech quality when classic criteria are not able to do it.

We summarize, in Tab. 2, the evolution of WSS and MBSD versus the factor β.

– In terms of WSS criterion the best score is obtained when β = 0 i.e., for the
noisy speech. When β increases the quality of the denoised speech decreases
until β = 6. Next, the speech quality is improved again. This behaviour
is unexpected and didn’t give any idea about speech degradation nature
(background noise or speech distortion).

– Using MBSD criterion, performances are improved when β increases. It
means that the denoised speech is well enhanced when β is large. However,
according to previous paragraphs, the denoised speech is highly distorted.

In Fig. 7, we represent the evolution of PSANR, PSADR and SNRseg in
terms of β. We notice the following interpretations :

Table 2. Evolution of WSS and MBSD versus β

β 0 1 2 3 4 5 6 7 8 9 10

WSS 45.8 55.56 72.65 110.3 170.2 222.8 229.6 200.3 158.3 123 98.17

MBSD 2.30 1.74 1.28 0.92 0.65 0.46 0.31 0.20 0.14 0.09 0.06

Fig. 7. Evolution of SNRseg , PSANR and PSADR versus β in case of subtraction
techniques
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– SNRseg is improved slightly when β increases which means that the denoised
speech quality is slightly enhanced.

– PSANR increases when β increases. It means that the audible residual noise
is well reduced when we increase the amount of residual noise. However,
we must take into account the second parameter PSADR which quantify
the audible distortion. PSADR shows that the high reduction of noise is
accompanied by the increasing of the audible distortion. These results are
well glued with subjective tests and intuitive analysis.

9 Experimental Results with Perceptual Denoising
Techniques

9.1 Perceptual Techniques Overview

Let’s now compare some perceptual denoising techniques by means of the new
objective criteria. We propose to denoise a corrupted signal, by Gaussian noise
with SNR = 0 dB, using the following techniques:

– Classical wiener filtering [5]. It consists on filtering the noisy speech with a
time-varying linear filter depending on the characteristics of the noisy signal
spectrum and the estimated noise spectrum. The Wiener filter is given by
the following equation:

Hw(m, k) =
SNRprio(m, k)

1 + SNRprio(m, k)
, (16)

where SNRprio(m, k) is the a priori Signal to Noise Ratio [9]

SNRprio(m, k)=(1−τ)P (SNRpost(m, k))+τ
(Hw(m − 1, k)|Y (m − 1, k)|)2

|N̄(m, k)|2 ,

(17)

where τ is a real constant, P (x) =
1
2

(x + |x|), |N̄(m, k)|2 is the noise power

spectrum estimated during pause intervals and SNRpost(m, f) is the a poste-
tiori Signal to Noise Ratio calculated as follows:

SNRpost(m, k) =
|Y (m, k)|2

(m, k)
− 1. (18)

The major drawback of Wiener technique is the presence of a musical residual
noise with unnatural structure in the enhanced speech. Indeed, an over or
a sub estimation of noise power spectrum at a given frequency leads to the
occurrence of an artificial tone which is called musical tone. Such residual
noise becomes in some cases more annoying than the original noise.
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– Perceptual filtering proposed by Gustafsson and al in [10] which consists on
masking the residual noise and allowing variable speech distortion. Indeed,
according to Eq. (4), the residual noise power spectrum |ξ(m, k)|2 is given by:

|ξ(m, k)|2 = HG(m, k)2 · E{|N̄(m, k)|2}, (19)

where HG(m, k) is the considered denoising filter.
To make the residual noise inaudible, HG(m, k) must verify the following
equation:

HG(m, k)2 · E{|N̄(m, k)|2} ≤ MT (m, k). (20)

By taking into account that HG(m, k) must be between 0 and 1, the percep-
tual filter is given by:

HG(m, k) = min

⎛

⎝

√
M̂T (m, k)
|N̄(m, k)|2 , 1

⎞

⎠ , (21)

where M̂T (m, k) is the estimation of the clean speech masking threshold.
M̂T (m, k) is calculated from a denoised version of noisy speech using tradi-
tional power subtraction technique.
This method is popular thanks to its ability to reduce residual noise and
musical noise. However, because the non accuracy of the estimation of both
noise power spectrum and clean masking threshold, the level of speech dis-
tortion is high comparing to that of Wiener technique.

– Modified wiener technique [11]. It is an approach for detection and reduction of
musicalnoiseappearinginWienerdenoisingtechnique.Thegoalofthisapproach
is to make the musical noise perceptually white, which means less annoying to
listenersandmorecomfortable.Thismethodisbasedondetectionandreduction
ofmusical tones thanks to their unnatural characteristics in frequencydomain:

6dB ≤ h ≤ 9dB
90Hz ≤ w ≤ 110Hz, (22)

where h is the amplitude difference between the musical peaks and its neigh-
bors and w is the width of musical tones.
The reduction of musical noise is done by multiplying the power spectrum
of the detected musical tones by a factor α (0 < α < 1) which controls
the shape attenuation. It leads to the improvement of many quantitative
criteria temporal, spectral and perceptual characteristics. These results are
confirmed by subjective tests.

9.2 Perforamnces Comparison

Evaluation of denoising quality is done using classical objective criteria (segmental
SNR,WSS, MBSD) and the proposedPSANDR. Results are resumed in Tab.3.

– In terms of SNRseg, the used techniques are comparable even if there is a
little improvement noticed with perceptual technique. But, subjective tests
show that the denoised signals are completely different.
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– Using WSS criterion, the best score is obtained with perceptual technique
and it is nearly equal to the noisy speech score. Although, subjective tests
show that the two signals are perceptually different. Indeed, the denoised
speech using perceptual technique is heard as distorted version of clean
speech and not as clean speech with background noise.

– In terms of MBSD, the perceptual technique is also the best. However,
this technique is characterized by a loss of the speech tonality comparing to
wiener technique. Thus, we can see that classic evaluation tools don’t give
any idea about the kind and nature of the degradation of the signals.

– PSANR, which gives an idea about residual noise, shows that perceptual
technique is the best one regarding noise attenuation. PSADR, which de-
termines the distortion of the denoised signals, shows that the important
distortion is obtained using perceptual technique. These observations are
confirmed by subjective tests.

Table 3. Evaluation of denoised signals

SNRseg (dB) WSS MBSD PSANR (dB) PSADR (dB)
noisy
speech -4.30 46.07 2.32 -3.90 17.27
wiener

technique 1.05 74.25 0.28 5.04 7.53
modified
wiener 1.13 69.63 0.19 5.54 7.01

perceptual
technique 1.62 45.41 0.15 12.71 6.93

10 Conclusion

The spectral and perceptual analysis of the degradation, in the case of denoised
speech, imposes to separate between residual noise and signal distortion. We first
propose two curves UBPE and LBPE to calculate the audible residual noise
and audible distortion. Next, two parameters PSANR and PSADR character-
izing the two kinds of degradation are developed. Simulation results comparing
different denoising approaches and classical objective measures, show a better
characterization of degradation nature of denoised signal. The calculation of the
degree of correlation of the proposed criteria with MOS criterion constitutes the
perspectives of our work.
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Abstract. The emerging applications of wireless speech communication
are demanding increasing levels of performance in noise adverse environ-
ments together with the design of high response rate speech process-
ing systems. This is a serious obstacle to meet the demands of modern
applications and therefore these systems often needs a noise reduction
algorithm working in combination with a precise voice activity detec-
tor (VAD). This paper presents a new voice activity detector (VAD) for
improving speech detection robustness in noisy environments and the
performance of speech recognition systems. The algorithm defines an op-
timum likelihood ratio test (LRT) involving Multiple and correlated Ob-
servations (MCO). An analysis of the methodology for N = {2, 3} shows
the robustness of the proposed approach by means of a clear reduction
of the classification error as the number of observations is increased.
The algorithm is also compared to different VAD methods including the
G.729, AMR and AFE standards, as well as recently reported algorithms
showing a sustained advantage in speech/non-speech detection accuracy
and speech recognition performance.

1 Introduction

The emerging applications of speech communication are demanding increasing
levels of performance in noise adverse environments. Examples of such systems
are the new voice services including discontinuous speech transmission [1,2,3] or
distributed speech recognition (DSR) over wireless and IP networks [4]. These
systems often require a noise reduction scheme working in combination with a
precise voice activity detector (VAD) [5] for estimating the noise spectrum during
non-speech periods in order to compensate its harmful effect on the speech signal.

During the last decade numerous researchers have studied different strategies
for detecting speech in noise and the influence of the VAD on the performance of
speech processing systems [5]. Sohn et al. [6] proposed a robust VAD algorithm
based on a statistical likelihood ratio test (LRT) involving a single observation
vector. Later, Cho et al [7] suggested an improvement based on a smoothed
LRT. Most VADs in use today normally consider hangover algorithms based
on empirical models to smooth the VAD decision. It has been shown recently
[8,9] that incorporating long-term speech information to the decision rule reports

M. Chetouani et al. (Eds.): NOLISP 2007, LNAI 4885, pp. 246–254, 2007.
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benefits for speech/pause discrimination in high noise environments, however an
important assumption made on these previous works has to be revised: the in-
dependence of overlapped observations. In this work we propose a more realistic
one: the observations are jointly gaussian distributed with non-zero correlations.
In addition, important issues that need to be addressed are: i) the increased
computational complexity mainly due to the definition of the decision rule over
large data sets, and ii) the optimum criterion of the decision rule. This work
advances in the field by defining a decision rule based on an optimum statistical
LRT which involves multiple and correlated observations. The paper is organized
as follows. Section 2 reviews the theoretical background on the LRT statistical
decision theory. Section 4 considers its application to the problem of detecting
speech in a noisy signal. Finally in Section 4.1 we discuss the suitability of the
proposed approach for pair-wise correlated observations using the experimen-
tal data set AURORA 3 subset of the original Spanish SpeechDat-Car (SDC)
database [10] and state some conclusions in section 6.

2 Multiple Observation Probability Ratio Test

Under a two hypothesis test, the optimal decision rule that minimizes the error
probability is the Bayes classifier. Given an observation vector ŷ to be classified,
the problem is reduced to selecting the hypothesis (H0 or H1) with the largest
posterior probability P(Hi|ŷ). From the Bayes rule:

L(ŷ) =
py|H1(ŷ|H1)
py|H0(ŷ|H0)

>
<

P [H0]
P [H1]

⇒ ŷ ↔ H1
ŷ ↔ H0

(1)

In the LRT, it is assumed that the number of observations is fixed and rep-
resented by a vector ŷ. The performance of the decision procedure can be
improved by incorporating more observations to the statistical test. When N
measurements ŷ1, ŷ2, . . . , ŷN are available in a two-class classification problem,
a multiple observation likelihood ratio test (MO-LRT) can be defined by:

LN (ŷ1, ŷ2, ..., ŷN ) =
py1,y2,...,yN |H1(ŷ1, ŷ2, ..., ŷN |H1)
py1,y2,...,yN |H0(ŷ1, ŷ2, ..., ŷN |H0)

(2)

This test involves the evaluation of an N -th order LRT which enables a com-
putationally efficient evaluation when the individual measurements ŷk are in-
dependent. However, they are not since the windows used in the computation
of the observation vectors yk are usually overlapped. In order to evaluate the
proposed MCO-LRT VAD on an incoming signal, an adequate statistical model
for the feature vectors in presence and absence of speech needs to be selected.
The joint probability distributions under both hypotheses are assumed to be
jointly gaussian independently distributed in frequency and in each part (real
and imaginary) of vector with correlation components between each pair of
frequency observations:



248 O. Perńıa et al.

LN (ŷ1, ŷ2, ..., ŷN ) =
∏

p∈{R,I}{
∏

ω

pyω
1 ,yω

2 ,...,yω
N

|H1(ŷω
1 ,ŷω

2 ,...,ŷω
N |H1)

pyω
1 ,yω

2 ,...,yω
N

|H0(ŷω
1 ,ŷω

2 ,...,ŷω
N |H0)}p

(3)

This is a more realistic approach that the one presented in [9] taking into ac-
count the overlap between adjacent observations. We use following joint gaussian
probability density function (jGpdf) for each part:

pyω|Hs
(ŷω |Hs)) = KHs,N · exp{−1

2
(ŷT

ω (CN
yω ,Hs

)−1ŷω)} (4)

for s = 0, 1, where KHs,N = 1
(2π)N/2|CN

yω,Hs
|1/2 , yω = (yω

1 , yω
2 , . . . , yω

N )T is a zero-

mean frequency observation vector, CN
y,Hs

is the N -order covariance matrix of
the observation vector under hypothesis Hs and |.| denotes determinant of a
matrix. The model selected for the observation vector is similar to that used by
Sohn et al. [6] that assumes the discrete Fourier transform (DFT) coefficients
of the clean speech (Sj) and the noise (Nj) to be asymptotically independent
Gaussian random variables. In our case the observation vector consist of the real
and imaginary parts of frequency DFT coefficient at frequency ω of the set of m
observations.

3 Evaluation of the LRT

In order to evaluate the MCO-LRT, the computation of the inverse matrices
and determinants are required. Since the covariances matrices under H0&H1 are
assumed to be tridiagonal symmetric matrices1, the inverses matrices can be
computed as the following:

[C−1
yω

]mk = [
qk

pk
− qN

pN
]pmpk N − 1 ≥ m ≥ k ≥ 0 (6)

where N is the order of the model and the set of real numbers qn, pn n = 1 . . .∞
satisfies the three-term recursion for k ≥ 1:

0 = rk(qk−1, pk−1) + σk+1(qk, pk) + rk+1(qk+1, pk+1) (7)

with initial values:
1 The covariance matrix will be modeled as a tridiagonal matrix, that is, we only

consider the correlation function between adjacent observations according to the
number of samples (200) and window shift (80) that is usually selected to build the
observation vector. This approach reduces the computational effort achieved by the
algorithm with additional benefits from the symmetric tridiagonal matrix properties:

[CN
yω

]mk =

�
�

σ2
ym

(ω) ≡ E[|yω
m|2] if m = k

rmk(ω) ≡ E[yω
myω

k ] if k = m + 1
0 other case

�
� (5)

where 1 ≤ i ≤ j ≤ N and σ2
yi

(ω), rij(ω) are the variance and correlation frequency
components of the observation vector yω (denoted for clarity σi, ri) which must be
estimated using instantaneous values.
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p0 = 1
q0 = 0

and p1 = −σ1
r1

and q1 = 1
r1

(8)

In general this set of coefficients are defined in terms of orthogonal complex
polynomials which satisfy a Wronskian-like relation [11] and have the continued-
fraction representation[12]:

[
qn(z)
pn(z)

]
=

1
(z − σ1)−

� r2
1

(z − σ2)−
� . . . � r2

n−1

(z − σn)
(9)

where � denotes the continuos fraction. This representation is used to compute
the coefficients of the inverse matrices evaluated on z = 0. In the next section we
show a new VAD based on this methodology for N = 2 and 3, that is, this robust
speech detector is intended for real time applications such us mobile communi-
cations. The decision function will be described in terms of the correlation and
variance coefficients which constitute a correction to the previous LRT method
[9] that assumed uncorrelated observation vectors in the MO.

4 Application to Voice Activity Detection

The use of the MCO-LRT for voice activity detection is mainly motivated by
two factors: i) the optimal behaviour of the so defined decision rule, and ii)
a multiple observation vector for classification defines a reduced variance LRT
reporting clear improvements in robustness against the acoustic noise present
in the environment. The proposed MCO-LRT VAD is described as follows. The
MCO-LRT is defined over the observation vectors {ŷl−m, . . . , ŷl−1, ŷl, ŷl+1,
. . . , ŷl+m} as follows:

�l,N =
∑

ω

1
2

{

yω
T Δω

Nyω + ln

[
|CN

yω ,H0
|

|CN
yω ,H1

|

]}

(10)

where Δω
N = (CN

yω ,H0
)−1 − (CN

yω ,H1
)−1, N = 2m + 1 is the order of the model, l

denotes the frame being classified as speech (H1) or non-speech (H0) and yω is
the previously defined frequency observation vector on the sliding window.

4.1 Analysis of jGpdf Voice Activity Detector for N = 2

In this section the improvement provided by the proposed methodology is eval-
uated by studying the most simple case for N = 2. In this case, assuming that
squared correlations ρ2

1 under H0&H1 and the correlation coefficients are negli-
gible under H0 (noise correlation coefficients ρn

1 → 0) vanish, the LRT can be
evaluated according to:

�l,2 =
1
2

∑

ω

L1(ω) + L2(ω) + 2
√

γ1γ2

[
ρs
1√

(1 + ξ1)(1 + ξ2)

]

(11)



250 O. Perńıa et al.
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Fig. 1. a) jGpdf-VAD vs. MO-LRT decision for N = 2 and 3. b) ROC curve for jGpdf
VAD with lh = 8 and Sohn’s VAD [6] using a similar hang-over mechanism.

where ρs
1 = rs

1(ω)/(
√

σs
1σ

s
2) is the correlation coefficient of the observations

under H1, ξi ≡ σs
i (ω)/σn

i (ω) and γi ≡ (yω
i )2/σn

i (ω) are the SNRs a priori and a
posteriori of the DFT coefficients, L{1,2}(ω) ≡ γ{1,2}ξ{1,2}

1+ξ{1,2}
− ln(1+ ξ{1,2}) are the

independent LRT of the observations ŷ1, ŷ2 (connection with the previous MO-
LRT [9]) which are corrected with the term depending on ρs

1, the new parameter
to be modeled, and l indexes to the second observation. At this point frequency
ergodicity of the process must be assumed to estimate the new model parameter
ρs
1. This means that the correlation coefficients are constant in frequency thus

an ensemble average can be estimated using the sample mean correlation of the
observations ŷ1 and ŷ2 included in the sliding window.

4.2 Analysis of jGpdf Voice Activity Detector for N = 3

In the case for N = 3 the properties of a symmetric and tridiagonal matrix come
out. The likelihood ratio can be expressed as:
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�l,3 =
∑

ω

ln
KH1,3

KH0,3
+

1
2
ŷT

ω Δω
3 ŷω (12)

where ln KH1,3
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= 1

2
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]]
, and Δω

3 is computed
using the following expression under hypotheses H0&H1:

ŷT
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σ2σ3
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1 yω
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] (13)

Assuming that squared correlations under H0&H1 and the correlations under
H0 vanish, the log-LRT can be evaluated as the following:

�l,3 = 1
2

∑

ω

∑3
i=1 Li(ω) + 2

√
γ1γ2ρs

1√
(1+ξ1)(1+ξ2)

+ 2
√

γ2γ3ρs
2√

(1+ξ2)(1+ξ3)
− 2

√
γ1γ3ρs

1ρs
2√

(1+ξ1)(1+ξ2)2(1+ξ3)

(14)

5 Experimental Framework

The ROC curves are frequently used to completely describe the VAD error rate.
The AURORA 3 subset of the original Spanish SpeechDat-Car (SDC) database
[10] was used in this analysis. The files are categorized into three noisy conditions:
quiet, low noisy and highly noisy conditions, which represent different driving
conditions with average SNR values between 25dB, and 5dB. The non-speech
hit rate (HR0) and the false alarm rate (FAR0= 100-HR1) were determined in
each noise condition.

Using the proposed decision functions (equations 14 and 11) we obtain an
almost binary decision rule as it is shown in figure 1(a) which accurately detects
the beginnings of the voice periods. In this figure we have used the same level
of information in both methods (m = 1). The detection of voice endings is
improved using a hang-over scheme based on the decision of previous frames.
Observe how this strategy cannot be applied to the independent LRT [6] because
of its hard decision rule and changing bias as it is shown in the same figure. We
implement a very simple hang-over mechanism based on contextual information
of the previous frames, thus no delay obstacle is added to the algorithm:

�h
l,N = �l,N + �l−lh,N (15)

where the parameter lh is selected experimentally. The ROC curve analysis for
this hang-over parameter is shown in figure 2(a) for N = 3 where the influence of
hang-over in the zero hit rate is studied with variable detection threshold. Finally,
the benefits of contextual information [9] can be incorporated just averaging the
decision rule over a set of multiple observations windows (two observations for
each window). A typical value for m = 8 produces increasing levels of detection
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Fig. 2. a) ROC curve analysis of the jGpdf-VAD (N = 3) for the selection of the hang-
over parameter lh. b) ROC curves of the jGpdf-VAD using contextual information
(eight MO windows for N = 2) and standards and recently reported VADs.

accuracy as it is shown in the ROC curve in figure 2(b). Of course, these results
are not the optimum ones since only pair-wise dependence is considered here.
However for a small number of observations the proposed VAD presents the best
trade-off between detection accuracy and computational delay.

6 Conclusion

This paper showed a new VAD for improving speech detection robustness in
noisy environments. The proposed method is developed on the basis of previous
proposals that incorporate long-term speech information to the decision rule [9].
However, it is not based on the assumption of independence between observa-
tions since this hypothesis is not realistic at all. It defines a statistically optimum
likelihood ratio test based on multiple and correlated observation vectors which
avoids the need of smoothing the VAD decision, thus reporting significant ben-
efits for speech/pause detection in noisy environments. The algorithm has an
optional inherent delay that, for several applications including robust speech



An Efficient VAD Based on a Generalized Gaussian PDF 253

recognition, does not represent a serious implementation obstacle. An analysis
based on the ROC curves unveiled a clear reduction of the classification error for
second and third order model. In this way, the proposed VAD outperformed, at
the same conditions, the Sohn’s VAD, as well as the standardized G.729, AMR
and AFE VADs and other recently reported VAD methods in both speech/non-
speech detection performance.

6.1 Computation of the LRT for N = 2

From equation 4 for N = 2 we have that the MCO-LRT can be expressed as:

�l,2 =
∑

ω

ln
KH1,2

KH0,2
+

1
2
ŷT

ω Δω
2 ŷω (16)

where:
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|
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2
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1 σH0
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1 )2
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1 σH1

2 − (rH1
1 )2

(17)

and Cyω is defined as in equation 5. If we assume that the voice signal is observed
in additive independent noise, that is for i = 1, 2:

H1 : σH1
i = σn

i + σs
i

H0 : σH0
i = σn

i

(18)

and define the correlation coefficient ρHs
1 ≡ r

H1
1�

σ
H1
1 σ

H1
2

and the a priori SNR

ξi ≡ σs
i

σn
i
, we have that:
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(19)

On the other hand, the inverse matrix is expressed in terms of the orthogonal
complex polynomials qk(z), pk(z) as:
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(20)

where p0 = 1, q0 = 0, p1 = −σ1/r1 and q2/p2 = σ2/(r2
1 −σ1σ2) under hypothesis

Hs. Thus the second term of equation 16 can be expressed as:
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. Finally, if we define

the a posteriori SNR γi ≡ (yω
i )2/σn

i (ω) and neglect the squared correlation
functions under both hypotheses we have equation 11.
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Abstract. The biometric voice signature may be derived from voice as a whole, 
or from the separate vocal tract and glottal source after inverse filtering 
extraction. This last approach has been used by the authors in early work, where 
it has been shown that the biometric signature obtained from the glottal source 
provides a good description of speaker’s characteristics as gender or age. In the 
present work more accurate estimations of the singularities in the power 
spectral density of the glottal source are obtained using an adaptive version of 
the inverse filtering to carefully follow the spectral changes in continuous 
speech. Therefore the resulting biometric signature gives a better description of 
intra-speaker variability. Typical male and female samples chosen from a 
database of 100 normal speakers are used to determine certain gender specific 
patterns useful in pathology treatment availing. The low intra-speaker 
variability present in the biometric signature makes it suitable for speaker 
identification applications as well as for pathology detection and other fields of 
speech characterization. 

Keywords: Speaker’s biometry, glottal signature, glottal source estimation. 

1   Introduction 

The biometric signature obtained from the glottal source after careful removal of the 
vocal tract function by inverse filtering gives good descriptions of the speaker’s 
identity and characteristics as gender, age or pathology [1, 2, 3]. Earlier 
implementations [4] required frame-based pitch-synchronous processing of the glottal 
source by phonation cycles for the estimation of the signature parameters. This 
requirement is difficult to be met with sounds of dynamic nature (consonants and 
glides). To solve this problem a new methodology is proposed using the accurate 
estimation of the glottal source by the adaptive removal of the vocal tract transfer 
function, and the robust detection of the glottal spectral singularities. In what follows 
an overview of the adaptive estimation of the glottal source and the vocal tract is 
briefly summarized, followed by a description of the glottal biometric signature 
estimation from the glottal source power spectral density. The normalized 
singularities detected on the envelope of the spectral distributions (maxima and 
minima) are used as biometric descriptors as these are strongly related to vocal fold 



256 P. Gómez et al. 

biomechanics [5]. In section 4 signatures from male and female voice show that these 
singularities present gender specificities. Intra-speaker variability is explored in 
section 5, where a study case is shown on the use of intra-speaker variability in 
pathology treatment assessment. Conclusions and future lines are given in section 6. 

2   Glottal Source Adaptive Estimation 

The key for the accurate estimation of the glottal source is to obtain a good 
representation of the vocal tract transfer function, and vice-versa [6, 7]. Traditionally 
the profile of the glottal source power spectral density has not been considered of 
relevance for biometric purposes. Nevertheless this profile is strongly influenced by 
vocal fold biomechanics and can be used in applications such as the speaker’s 
biometrical description [8] or in pathology detection [3]. 
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Fig. 1. a) Iterative estimation of the vocal tract transfer function Fv(z) and the glottal pulse 
residual sg(n). b) Paired adaptive-fixed lattice section to implement parallel function estimation 
and removal. 

The extraction method is based on the iteration of the following loop as shown in 
Figure 1.a: 

1. Estimate the inverse glottal source model Fg(z) from input voice using an 
order-2 gradient adaptive lattice (upper lattice in Figure 1.b). 
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2. Remove the glottal source model from input voice by a paired fixed lattice 
(lower lattice in Figure 1.b) using the parameters obtained in step 1. The 
resulting trace sv(n) will be an estimate of the vocal tract impulse response.  

3. Estimate the vocal tract transfer function Fv(z) from this last trace using 
another adaptive lattice (typically of order 20-30). 

4. Remove the vocal tract transfer function from input voice using a fixed 
lattice using the filter parameters from step 3. The resulting trace sg(n) will 
be an estimate of the glottal residual. 

This iteration is repeated till estimates of the vocal tract transfer function are almost 
free from glottal source information, and vice-versa. The glottal signals from 
utterances of the vowel /a/ by typical male and female speakers are shown in Figure 2.  

 

Fig. 2. Typical male (left) and female (right) utterances of vowel /a/ and derived glottal traces. 
From top to bottom: input voice, glottal residual after adaptive inverse removal of the vocal 
tract, glottal source, and glottal flow. 

An initialization lap and two more iterations were enough for good vocal tract 
removal. A gradient adaptive lattice was implemented whose details may be found in 
[9]. Both male and female glottal source traces show clear L-F [10] patterns as an 
avail of the extraction method accuracy. 

3   Estimating the Biometric Signature of Voiced Speech 

The FFT power spectral density of the glottal source after normalization is used to 
obtain the positions of envelope singularities as follows:  

• 512 sample 2-msec sliding frames of the glottal source power spectral 
density in logarithmic (dB) scale are used as shown in Figure 3 for the same 
male and female speakers. 

• On each frame the power spectral density envelopes are estimated (dot line).  
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• The envelope maxima (*) and minima (◊)  in amplitude and frequency are 
estimated as ordered pairs with order index k: {TMk, fMk} and {Tmk, fmk}. 

• The largest of all maxima (TMm, fMm) is used as a normalization reference 
both in amplitude and in frequency as given by:  
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Fig. 3. Short-term Power Spectral Density of Glottal Signals. Top: Glottal Source) from a 
typical male speaker (vowel /a/) showing superimposed singularities. Bottom: idem for a 
typical female speaker (vowel /a/). Horizontal axes given in Hz. 

The slenderness factor is a parameter derived from each “V” trough profile formed by 
each minimum and the two neighbour maxima as: 

( )
( ) Kk1

ff2

TTT2f

Mk1Mk

Mk1MkmkMm
mk ≤≤

−
−−=

+

+ ;σ                    (3) 

The set of normalized ordered pairs and the derived slenderness parameters constitute 
the proposed biometric signature. The normalized singularity profiles for both 
reference male and female traces are plotted in Figure 4. 
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4   Materials and Methods 

To study the properties of the biometric signature a set of 100 normal speakers 
equally distributed by gender was used. Subject ages ranged from 19 to 39, with an 
average of 26.77 years and a standard deviation of 5.75 years. The normal phonation 
condition of speakers was determined by electroglottographic, video-endoscopic and 
GRBAS [11] evaluations. The recordings consisted in three utterances of the vowel 
/a/ produced in different sessions of about 3 sec per record at a sampling rate of 
44,100 Hz, a 0.2 sec segment derived from the central part for use in the experiments. 
For presentation purposes the traces were re-sampled at 11,025 Hz. This database  
was fully parameterized to obtain the singularity biometric signature described in 
section 3. The most representative male and female speakers in this database were 
selected for the study, their biometric signatures being plotted in Figure 4. 

 

Fig. 4. Normalized singularity profiles for the male (left) and female (right) records 

A first inspection shows that the male speaker’s signature exhibits more and deeper 
“V” troughs than the female case. This is consistent with the biomechanical 
explanation of the nature of peaks and troughs, as these are based on the mechanical 
resonances and anti-resonances of the systems of masses and springs describing vocal 
fold vibration. In general, female vocal folds show more stiff links among body and 
cover masses, and this would explain why they show lower amount of less sharp anti-
resonances (see [4] and [12] for a wider explanation).  

5   Intra-speaker Variability 

The robustness of the estimates depends in large extent on intra-speaker variability. 
The processing of the 0.2 sec segments in 512-sample windows sliding in 2 msec 
steps produce around 76 estimates per segment. The positions of the 8 minima and 
maxima for the typical male and female speakers (plus the origin value) vs time are 
given in Figure 5. It may be observed that lower order singularities show more stable 
values and positions than higher order ones. This finding is consistent under 
biomechanical considerations. Lower frequency troughs and peaks are due to larger 
vocal fold masses, which for a given articulation and vocal tract load do not change 
substantially during the phonation frame observed, whereas higher order singularities 
are due to irregular small mass distributions on the cord, which may suffer important 
alterations during phonation and are more sensitive to vocal tract coupling effects. In 
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Fig. 5. Statistical distribution of the first 8 singularity points and the origin for a 0.2 sec 
segment of the male (left) and female (right) samples referenced. From top to bottom: 
Amplitudes and Singularity Orders. 

 

Fig. 6. Glottal Source Power Spectral Signature for a pathological case: Top: pre-treatment. 
Bottom: post-treatment. Horizontal axes given in Hz. 

general it may be said that singularities in the male case are deeper and mainly appear 
at lower frequencies than in the female case. Low frequency singularities are less 
spread over than high frequency ones (which show stronger skewness), this fact being 
more evident in the female case. 
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To explore the applicability of the glottal signature proposed a study has been 
conducted on a specific pathologic case as the one shown in Figure 6, corresponding 
to the pre- and post-treatment glottal source signatures from a non-smoking 34-year 
old female after suffering a four-year lasting vocal production limitation. 

The patient reported chronic disphonia, vocal fatigue, changes in loudness and 
soaring during speaking or singing. After medical examination a gelatine-type small 
polyp affecting the free lip of the medial third of the left vocal fold, substrate-attached 
and mildly edematous was diagnosed. This resulted in incomplete glottal closure 
during phonation and in a reduction and asymmetry on the mucosal wave appearing 
on the vocal cord affected. The pre-treatment signature shows that the harmonic 
structure between 1.6 kHz and 3.3 kHz was completely altered or distorted and that 
natural phonation was tenser and at a higher pitch.  

 

Fig. 7. Normalized singularity profiles for the pre-treatment (left) and post-treatment (right) 
records 

The post-treatment signature (3 months after the surgical removal of the polyp) 
shows a restoration of the distorted harmonic band and the production of a glottal 
signature closer to normal female voicing conditions as confirmed by the plots in 
Figure 7. Comparing these plots against the one in Figure 4 (right) it may be seen that 
the glottal signature between normalized frequencies of 5 and 20 in the pre-treatment 
case shows an average decay slope of 12.9 dB/oct vs an equivalent slope of 8.0 dB/oct 
in the post-treatment case, this last one being more in correspondence with the 
average 5.4 dB/oct for the normal female case. This behavior avails the usefulness of 
the glottal signature as a biometrical description of pathologic voice. 

6   Conclusions 

The work presented is a generalization of prior studies using non-adaptive estimations 
of the vocal tract on short segments of vowels where it was shown that estimates from 
the glottal source could be used in the determination of the biomechanical parameters 
of the vocal fold. The use of adaptive estimations allow a higher accuracy in the 
estimates of the vocal tract, and consequently on the glottal signals and the underlying 
biomechanics. The extension of the glottal spectra singularities to time-varying 
conditions allow a better description of the non-stationary processes appearing in 
vocal fold vibration even in the production of sustained sounds. As an example a 
study case from pre- and post-treatment of a specific mild pathological case has been 
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exposed. Both the harmonic structure and the biometric signature of the glottal source 
confirmed the success of the treatment and the recovery of normal phonation 
conditions. This has to be attributed to the tracking accuracy of the adaptive methods 
used. This methodology will help in conducting more careful studies about inter-
speaker and intra-speaker variability to extend the use of the glottal source spectral 
signature to speaker identification and characterization applications as well as in voice 
quality measurements, pathology detection and treatment assessment.  
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Abstract. We have previously proposed a trajectory model which is
based on a mixture density network (MDN) trained with target variables
augmented with dynamic features together with an algorithm for esti-
mating maximum likelihood trajectories which respects the constraints
between those features. In this paper, we have extended that model to
allow diagonal covariance matrices and multiple mixture components
in the trajectory MDN output probability density functions. We have
evaluated this extended model on an inversion mapping task and found
the trajectory model works well, outperforming smoothing of equivalent
trajectories using low-pass filtering. Increasing the number of mixture
components in the TMDN improves results further.

1 Introduction

Mainstream speech technology, such as automatic speech recognition and con-
catenative speech synthesis, is strongly focused on the acoustic speech signal.
This is natural, considering the acoustic domain is where the speech signal exists
in transmission between humans, and we can conveniently measure and manipu-
late an acoustic representation of speech. However, an articulatory representation
of speech has certain properties which are attractive and which may be exploited
in modelling. Speech articulators move relatively slowly and smoothly, and their
movements are continuous; the mouth cannot “jump” from one position to the
next. Using knowledge of the speech production system could improve speech
processing methods by providing useful constraints. Accordingly, there is grow-
ing interest in exploiting articulatory information and representations in speech
processing, with many suggested applications; for example, low bit-rate speech
coding [1], speech analysis and synthesis [2], automatic speech recognition [3,4],
animating talking heads and so on.

For an articulatory approach to be practical, we need convenient access to
an articulatory representation. Recent work on incorporating articulation into
speech technology has used data provided by X-ray microbeam cinematogra-
phy and electromagnetic articulography (EMA). These methods, particularly
the latter, mean we are now able to gather reasonably large quantities of ar-
ticulatory data. However, they are still invasive techniques and require bulky
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and expensive experimental setups. Therefore, there is interest in developing a
way to recover an articulatory representation from the acoustic speech signal.
In other words, for a given acoustic speech signal we aim to estimate the under-
lying sequence of articulatory configurations which produced it. This is termed
acoustic-articulatory inversion, or the inversion mapping.

The inversion mapping problem has been the subject of research for several
decades. One approach has been to attempt analysis of acoustic signals based
on mathematical models of speech production [5]. Another popular approach
has been to use articulatory synthesis models, either as part of an analysis-
by-synthesis algorithm [6], or to generate acoustic-articulatory corpora which
may be used with a code-book mapping [7] or to train other models [8]. Much
of the more recent work reported has applied machine learning models to hu-
man measured articulatory data, including artificial neural networks (ANNs) [9],
codebook methods [10] and GMMs [11].

The inversion mapping is widely regarded as difficult because it may be an ill-
posed problem; multiple evidence exists to suggest the articulatory-to-acoustic
mapping is many-to-one, which means that instantaneous inversion of this map-
ping results in a one-to-many mapping. If this is the case, an inversion mapping
method must take account of the alternative articulatory configurations possible
in response to an acoustic vector.

In previous work [12,9], we have successfully employed the mixture density
network (MDN) [13] to address this problem. The MDN provides a probability
density function (pdf) of arbitrary complexity over the target articulatory do-
main which is conditioned on the acoustic input. In [14], we began to extend
this work to provide a statistical trajectory model, termed the Trajectory MDN,
along similar lines as the HMM-based speech production model of [15] and the
GMM-based inversion mapping of [11]. This was achieved by augmenting the
static articulatory target data with dynamic delta and deltadelta features and
incorporating the maximum likelihood parameter generation (MLPG) algorithm
[16]. This allows to calculate the maximum likelihood estimate of articulatory
trajectories which respect the constraints between the static and derived dy-
namic features.

This paper seeks to further the work in [14] with three specific aims: 1) to
evaluate an extension to the TMDNs in [14] (which were limited to using spher-
ical covariance matrices) that allows mixture models with diagonal covariance
matrices. 2) to evaluate the new implementation of TMDN on the full set of
articulator channels, and in comparison with a low-pass filtering approach pre-
viously reported. 3) to evaluate TMDNs with multiple mixture components.

2 The Trajectory Mixture Density Network Model

We give here a very brief introduction to the MDN, and describe how it may be
extended with the MLPG algorithm to give a trajectory model. For full details
of the MDN and MLPG, the reader is referred to [13] and [16] respectively.
To avoid introducing unnecessary confusion, we have attempted to retain the
original notation as far as possible.
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Fig. 1. The mixture density network combines a mixture model and a neural network

2.1 Mixture Density Networks

The MDN combines a mixture model with an ANN. Here, we will consider a
multilayer perceptron and Gaussian mixture components. The ANN maps from
the input vector x to the control parameters of the mixture model (priors α,
means μ and variances σ2), which in turn gives a pdf over the target domain,
conditioned on the input vector p(t|x). The toy-example MDN in Figure 1 takes
an input vector x (dimensionality 5) and gives the conditional probability density
of a vector t (dimensionality 1) in the target domain. This pdf takes the form
of a GMM with 3 components, so it is given as:

p(t|x) =
M∑

j=1

αj(x)φj(t|x) (1)

where M is the number of mixture components (in this example, 3), φj(t|x) is
the probability density given by the jth kernel, and αj(x) is the prior for the
jth kernel.

In order to constrain the GMM priors to within the range 0 ≤ αj(x) ≤ 1 and
to sum to unity, the softmax function is used

αj =
exp(zα

j )
∑M

l=1 exp(zα
l )

(2)

where zα
j is the output of the ANN corresponding to the prior for the jth mixture

component. The variances are similarly related to the outputs of the ANN as

σj = exp(zσ
j ) (3)

where zσ
j is the output of the ANN corresponding to the variance for the jth

mixture component. This avoids the variance becoming ≤ 0. Finally, the means
are represented directly:
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μjk = zμ
jk (4)

where zμ
jk is the value of the output unit corresponding to the kth dimension of

the mean vector for the jth mixture component.
Training the MDN aims to minimise the negative log likelihood of the observed

target data points

E = −
∑

n

ln

⎧
⎨

⎩

M∑

j=1

αj(xn)φj(tn|xn)

⎫
⎬

⎭
(5)

given the mixture model parameters. Since the ANN part of the MDN provides
the parameters for the mixture model, this error function must be minimised
with respect to the network weights. The derivatives of the error at the network
output units corresponding separately to the priors, means and variances of
the mixture model are calculated (see [13]) and then propagated back through
the network to find the derivatives of the error with respect to the network
weights. Thus, standard non-linear optimisation algorithms can be applied to
MDN training.

2.2 Maximum Likelihood Parameter Generation

The first step to an MDN-based trajectory model is to train an MDN with target
feature vectors augmented with dynamic features (i.e. deltas and deltadeltas),
derived from linear combinations of a window of static features. For the sake of
simplicity we will first consider MDNs with a single Gaussian distribution and a
single target static feature ct at each time step. Given the output of this MDN
in response to a sequence of input vectors, in order to generate the maximum
likelihood trajectory, we aim to maximize P (O|Q) with respect to O, where
O = [oT

1 ,oT
2 , ...,oT

T ]T , ot = [ct, Δct, ΔΔct] and Q is the sequence of Gaussians
output by our MDN. The relationship between the static features and those
augmented with derived dynamic features can be arranged in matrix form

O = WC (6)

where C is a sequence of static features and W is a transformation matrix
composed of the coefficients of the delta and deltadelta calculation window and
0. Under the condition expressed in Eq. 6, maximising P (O|Q) is equivalent to
maximising P (WC|Q) with respect to C. By setting

∂ log P (WC|Q)
∂C

= 0 (7)

a set of linear equations is obtained (see [16] for the details)

WT U−1WC = WT U−1MT (8)

where MT = [μq1 , μq2 , ..., μqT ] and U−1 = diag[U−1
q1

,U−1
q2

, ...,U−1
qT

] (μqT and
U−1

qt
are the 3 × 1 mean vector and 3 × 3 (diagonal) covariance matrix respec-

tively). Solving Eq. 8 for C computes the maximum likelihood trajectory.
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Fig. 2. Placement of EMA receiver coils in the MOCHA database for speaker fsew0.
Coil placement abbreviations may be suffixed with “ x” and “ y” to designate the x-
and y-coordinate for a given coil in the midsagittal plane respectively.

To extend the MLPG algorithm to the case of a sequence of pdfs with multiple
mixture components, we make use of an iterative EM method described in [16].
Essentially, for each time frame at each iteration, instead of using the means and
covariances of a single Gaussian in (8), we use a weighted sum of these parameters
of the multiple mixture components, weighed by their occupancy probabilities
(i.e. posterior probability of each component given the augmented observation
sequence O). Hence, we first choose an initial static feature trajectory C and
use this to calculate the occupancy probabilities using the forward backward
algorithm. We can then solve (8) using the weighted means and covariances to
obtain an updated feature trajectory C′, which is then used to calculate updated
occupancy probabilities. This two stage iteration is repeated until convergence.

3 Inversion Mapping Experiment

3.1 MOCHA Articulatory Data

The multichannel articulatory (MOCHA) dataset [17] used for the experiments
in this paper gives the acoustic waveform recorded at the same time as electro-
magnetic articulograph (2D EMA) data. The sensors shown in Figure 2 provide
x- and y-coordinates in the midsagittal plane at 500Hz sample rate. Speakers
were recorded reading a set of 460 short, phonetically-balanced British-TIMIT
sentences. Female speaker fsew0 was used for the experiments here. This is the
same data set as used previously [9,14], and so enables comparison with those
and similar results reported in the literature (e.g. [11]).

Data Processing. The acoustic data was converted to frames of 20 melscale
filterbank coefficients using a Hamming window of 20ms with a shift of 10ms.
These were z-score normalised and scaled to the range [0.0,1.0]. The EMA trajec-
tories were downsampled to match the 10ms shift rate, then z-score normalised
and scaled to the range [0.1,0.9] using the normalisation method described in
[12]. Frames of silence at the beginning and end of the files were discarded, using
the labelling provided with MOCHA.
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368 utterances were used for the training set, and the validation and test sets
contained 46 utterances each (the same subsets as [9,14]). A context window of
20 consecutive acoustic frames was used as input to the TMDN, which increased
the order of the acoustic vector paired with each articulatory vector to 400.

3.2 Method

We trained TMDNs with 1, 2 and 4 mixture components for each of the 14 EMA
channels, making a total of 42 models trained. In [14], we trained separate MDNs
for the static, delta and deltadelta features for each articulatory channel, because
the implementation limited output pdfs to spherical covariance. Here, in contrast,
our implementation has been extended and now allows diagonal covariance ma-
trices, and so the three feature streams for each articulator channel were trained
in a single network. All networks contained a hidden layer of 80 units. The scaled
conjugate gradients non-linear optimisation algorithm was run for a maximum
of 4000 epochs, and the separate validation set was used to identify the point at
which an optimum appeared to have been reached. The validation error was cal-
culated in terms of RMS error between the target trajectories and those resulting
from the Trajectory MDN. This differs from using simply the likelihood of the tar-
get data given the pdfs output by the MDN. To generate output trajectories from
the TMDN, we simply ran the input data for an utterance through the TMDNs
for each articulatory channel, and then ran the MLPG algorithm on the resulting
sequences of pdfs over the static and dynamic feature spaces.

To evaluate the Trajectory MDN, we compared the resulting trajectories with
those of the output units corresponding to the mean of the static feature alone.
This output is in theory approximately equivalent to that of an MLP (with linear
output activation function) trained with a standard least-squares error function1.
In this way, we can directly observe the effect of using the augmented features
without considering the effects of two systems having been trained differently.
Finally, we also low-pass filtered the static mean trajectories as a smoothing
step which has been shown in the past to improve inversion results [12,11], and
compared those smoothed trajectories with the TMDN output.

4 Results

Table 1 lists the results of 14 TMDNs trained on each articulatory channel
separately, using an output pdf containing a single Gaussian. Two error metrics
have been used: correlation between the target and output trajectories, and root
mean square error (RMSE) expressed in millimetres. The table also lists the
results previously reported in [9], which used an MLP with exactly the same
dataset, for comparison. It can be seen that the improvement is substantial. By
way of further comparison with other studies, [11] reported an average RMS
error of 1.45mm for MOCHA speaker fsew0.

1 Although the MLP component of the TMDN here has been trained with augmented
target features, which from comparison with previous results, e.g. [9], seems beneficial
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Table 1. Comparison of results for Trajectory MDNs (TMDN) with a single Gaus-
sian with the MLP described in [9]. Exactly the same training, validation and testing
datasets have been used. Average RMSE(mm) in [9] was 1.62mm, compared with
1.4mm here.

Correlation RMSE(mm) RMSE(mm)
Channel MLP TMDN MLP TMDN reduction %

ul x 0.58 0.68 0.99 0.90 9.5
ul y 0.72 0.79 1.16 1.05 9.9
ll x 0.60 0.69 1.21 1.10 9.2
ll y 0.75 0.83 2.73 2.27 16.8
li x 0.56 0.63 0.89 0.82 8.1
li y 0.80 0.85 1.19 1.03 13.3
tt x 0.79 0.85 2.43 2.12 12.9
tt y 0.84 0.90 2.56 2.08 18.7
tb x 0.81 0.85 2.19 1.96 10.4
tb y 0.83 0.89 2.14 1.76 17.6
td x 0.79 0.84 2.04 1.85 9.5
td y 0.71 0.82 2.31 1.89 18.2
v x 0.79 0.86 0.42 0.35 15.6
v y 0.77 0.83 0.41 0.37 10.2

Table 2. Channel-specific cutoff frequencies used for low pass filtering

ul ll li tt tb td v
x 3Hz 3Hz 3Hz 6Hz 6 Hz 7Hz 5Hz
y 5Hz 8Hz 7Hz 9Hz 7 Hz 6Hz 5Hz

Table 3. Comparison of correlation and RMS error (in millimetres) for Trajectory
MDN model (“TMDN”) with the static mean MDN output only (“static only”) and
low-pass filtered static mean (“static lpfilt”). The TMDN here has a single Gaussian.

Correlation RMSE(mm) RMSE(mm)
Channel static only static lpfilt TMDN static only static lpfilt TMDN reduction %

ul x 0.63 0.67 0.68 0.93 0.90 0.90 0.6
ul y 0.74 0.77 0.79 1.13 1.06 1.05 1.5
ll x 0.64 0.69 0.69 1.17 1.11 1.10 1.0
ll y 0.81 0.83 0.83 2.40 2.31 2.27 1.6
li x 0.57 0.62 0.63 0.88 0.84 0.82 2.4
li y 0.83 0.84 0.85 1.07 1.05 1.03 1.5
tt x 0.82 0.84 0.85 2.26 2.14 2.12 1.0
tt y 0.88 0.89 0.90 2.19 2.12 2.08 1.8
tb x 0.83 0.85 0.85 2.05 1.99 1.96 1.2
tb y 0.87 0.89 0.89 1.88 1.80 1.76 1.8
td x 0.81 0.83 0.84 1.95 1.88 1.85 2.1
td y 0.78 0.81 0.82 2.04 1.92 1.89 1.7
v x 0.84 0.85 0.86 0.37 0.36 0.35 1.2
v y 0.80 0.82 0.83 0.39 0.37 0.37 1.6
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In order to investigate the effect of using dynamic features and the MLPG al-
gorithm within the Trajectory MDN, we have compared these results for TMDNs
with a single Gaussian with those obtained using low-pass filtering, as described
in [12,11]. Table 3 compares three conditions: “TMDN”, “static only” and “static
lpfilt”. For the “static only” condition, we have used the TMDN’s output corre-
sponding to the mean for the static target feature as the output trajectory. For
the “static lpfilt” condition, we have further low-pass filtered the static mean
above using the cutoff frequencies listed in Table 2. These channel-specific cutoff
frequencies were determined empirically in [12], and are very similar to those
given in [11]. As expected, it can be seen that low-pass filtering improves results
for all channels. However, using the dynamic features and the MLPG algorithm
in the Trajectory MDN results in the best performance, with improvements
varying between 0.6 and 2.4% over low-pass filtering.

The improvements over using low-pass filtering shown in Table 3, although
consistent, are not huge. However, in contrast to low-pass filtering, the TMDN is
able to make use of multiple mixture components, which can potentially increase
performance further. Table 4 performs this comparison, by the addition of results
for TMDNs with 2 and 4 mixture components. We see that in the majority of
cases increasing the number of mixture components improves results, e.g. by up
to 8.3% in the case of the tt y channel using 4 mixture components.

Table 4. Comparison of RMS error (in millimetres) between using the low-pass filtered
static feature mean (“static lpfilt”) and Trajectory MDNs with 1, 2 or 4 mixture
components. Average (min) RMSE=1.37mm.

static TMDN opt # % best
Channel lpfilt 1 mix 2 mix 4 mix mixes reduction
upper lip x 0.90 0.90 0.90 0.91 1 0.6
upper lip y 1.06 1.05 1.03 1.06 2 3.3
lower lip x 1.11 1.10 1.10 1.12 1 1.0
lower lip y 2.31 2.27 2.20 2.22 2 4.7
lower incisor x 0.84 0.82 0.80 0.81 2 4.2
lower incisor y 1.05 1.03 1.04 1.03 1 1.5
tongue tip x 2.14 2.12 2.09 2.10 2 2.1
tongue tip y 2.12 2.08 1.98 1.94 4 8.3
tongue body x 1.99 1.96 1.97 1.98 1 1.2
tongue body y 1.80 1.76 1.73 1.78 2 3.5
tongue dorsum x 1.88 1.85 1.81 1.83 2 4.1
tongue dorsum y 1.92 1.89 1.85 1.88 2 3.6
velum x 0.36 0.35 0.35 0.35 2 3.3
velum y 0.37 0.37 0.36 0.37 2 2.8

Finally, Figure 3 gives a qualitative demonstration of the nature of this im-
provement. In these plots we compare the tt y trajectory estimated by the
TMDN with 4 mixture components (bottom plot) with the low-pass filtered
static mean (top plot). It can be seen in several places that the TMDN with 4
mixtures is substantially closer to the real target trajectory.
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Fig. 3. “Only the most accomplished artists obtain popularity.” (fsew0 036). Compar-
ison of TMDN output trajectory with low-pass filtered static mean output trajectory.

5 Conclusion

The results of this paper show we have successfully extended the Trajectory
MDN first described in [14] to allow diagonal covariance matrices. For all 14
articulator channels tested, the TMDN with a single Gaussian output pdf per-
formed better than low-pass filter smoothing. Increasing the number of mixture
components improved results further. This is a unique advantage of the TMDN
model over smoothing single trajectories using, for example, low-pass filters.
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Abstract. The study of emotions in human-computer interaction is a
growing research area. Focusing on automatic emotion recognition, work
is being performed in order to achieve good results particularly in speech
and facial gesture recognition. In this paper we present a study performed
to analyze different machine learning techniques validity in automatic
speech emotion recognition area. Using a bilingual affective database, di-
fferent speech parameters have been calculated for each audio recording.
Then, several machine learning techniques have been applied to evalu-
ate their usefulness in speech emotion recognition, including techniques
based on evolutive algorithms (EDA) to select speech feature subsets
that optimize automatic emotion recognition success rate. Achieved ex-
perimental results show a representative increase in the success rate.

Keywords: Affective computing, Machine Learning, speech features
extraction, emotion recognition in speech.

1 Introduction

Human beings are eminently emotional, as their social interaction is based on
the ability to communicate their emotions and perceive the emotional states
of others [1]. Affective computing, a discipline that develops devices for detec-
ting and responding to users’ emotions [2], is a growing research area [3]. The
main objective of affective computation is to capture and process affective in-
formation with the aim of enhancing the communication between the human
and the computer. Within the scope of affective computing, the development of
affective applications is a challenge that involves analyzing different multimodal
data sources. In order to develop such applications, a large amount of data is
needed in order to include a wide range of emotionally significant material. Affec-
tive databases are a good chance for developing affective recognizers or affective
synthesizers. In this paper different speech paralinguistic parameters have been
calculated for the analysis of the human emotional voice, using several audio
recordings. These recordings are stored in a bilingual and multimodal affective
database. Several works have already been done in which the use of Machine
Learning paradigms takes a principal role.

M. Chetouani et al. (Eds.): NOLISP 2007, LNAI 4885, pp. 273–281, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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2 Related Work

As previously mentioned affective databases provide a good opportunity for
training affective applications. This type of databases usually record informa-
tion such as images, sounds, psychophysiological values, etc. There are some
references in the literature that present affective databases and their characte-
ristics [4],[5],[6]. Many studies have been focused on the different features used in
human emotional speech analysis [7],[8]. The number of voice features analysed
varies among the studies, but basically most of these are based in fundamental
frequency, energy and timing parameters, such as speech rate or mean phone
duration. Works where the use of Machine Learning paradigms take a principal
role can also be found in the literature [9],[10]. The work by [4] is related with
this paper in the sense of using a Feature Selection method in order to apply a
Neural Network to emotion recognition in speech, although both, the methods
to perform the FSS and the paradigms used, are different. In this line it has to
be pointed out the work by [11] which uses a reduced number of emotions and
a greedy approach to select the features.

3 Study of Automatic Emotion Recognition Relevant
Parameters Using Machine Learning Paradigms

3.1 RekEmozio Database

The RekEmozio bilingual database was created with the aim of serving as an in-
formation repository for performing research on user emotion, adding descriptive
information about the performed recordings, so that processes such as extracting
speech parameters and video features could be carried out on them. Members of
different work groups involved in research projects related to RekEmozio have
performed several processes for extracting speech and video features; this infor-
mation was subsequently added to the database. The emotions used were chosen
based on [12], and the neutral emotion was added. The characteristics of the
RekEmozio database are described in [13]. The languages that are considered in
RekEmozio database are Spanish and Basque.

3.2 Emotional Feature Extraction

For emotion recognition in speech, one of the most important questions is which
features should be extracted from the voice signal. Previous studies show that it
is difficult to find specific voice features that could be used as reliable indicators
of the emotion present in the speech [14]. In this work, RekEmozio database
audio recordings (stereo wave files, sampled at 44100 Hz) have been processed
using standard signal processing techniques (windowing, Fast Fourier Transform,
auto-correlation...) to extract a wide group of 32 features which are described
below. Supposing that each recording in the database corresponds to one single
emotion, only one global vector of features has been obtained for each recording
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by using some statistical operations. Parameters used are calculated over entire
recordings. Selected features are detailed next (in italics):

- Fundamental Frequency (F0): The most common feature analyzed in
several studies [7],[8]. For F0 estimation we used Sun algorithm [15] and
statistics are computed: Maximum, Minimum, Mean, Range, Variance,
Standard deviation and Maximum positive slope in F0 contour.

- RMS Energy: The mean energy of speech quantified by calculating root
mean square (RMS) value and 6 statistics: Maximum, Minimum, Mean,
Range, Variance and Standard Deviation.

- Loudness: Absolute loudness based on Zwicker’s model [16].
- Spectral distribution of energy: Each emotion requires a different effort

in the speech and it is known that the spectral distribution of energy varies
with speech effort [7]. We have computed energy in Low band, between 0
and 1300 Hz, Medium band, between 1300 and 2600 Hz and High band from
2600 to 4000 Hz [17].

- Mean Formants and Bandwidth: Energy from the sound source (vocal
folds) is modified by the resonance characteristics of the vocal tract (for-
mants). Acoustic variations dues to emotion are reflected in formants [18].
The first three mean Formants, and their corresponding mean Bandwidths.

- Jitter: Perturbation in vibration of vocal chords. It is estimated based on
the model presented by [19].

- Shimmer: Perturbation cycle to cycle of the energy. Its estimation is based
on the previously calculated absolute loudness.

- Speaking Rate: Rhythm is known to be an important aspect in recognition
of emotion in speech. Progress has been made on a simple aspect of rhythm,
the alternation between speech and silence [7]. The speaking rate estimation
has been divided in 6 values based on their duration with respect to the
whole elocution: Duration of voice part, Silence part, Maximum voice part,
Minimum voice part, Maximum silence part and Minimum silence part.

3.3 Machine Learning Standard Paradigms Used

In the supervised learning task, a classification problem has been defined where
the main goal is to construct a model or a classifier able to manage the classi-
fication itself with acceptable accuracy. With this aim, some variables are to be
used in order to identify different elements, the so called predictor variables. For
the current problem, each sample is composed by the set of 32 speech related
values, while the label value is one of the seven emotions identified. The sin-
gle paradigms used in our experiments that come from the family of Machine
Learning (ML) are briefly introduced:

- Decision trees: A decision tree consists of nodes and branches to partition
a set of samples into a set of covering decision rules. In each node, a single
test or decision is made to obtain a partition. The starting node is usually re-
ferred as the root node. In each node, the goal is to select an attribute that
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makes the best partition between the classes of the samples in the train-
ing set [20],[21]. In our experiments, two well-known decision tree induction
algorithms are used, ID3 [22] and C4.5 [23].

- Instance-Based Learning: Instance-Based Learning (IBL) has its root in
the study of nearest neighbor algorithm [24] in the field of machine learning.
The simplest form of nearest neighbor (NN) or k-nearest neighbor (k-NN) al-
gorithms simply stores the training instances and classifies a new instance by
predicting the same class its nearest stored instance has or the majority class
of its k nearest stored instances have, respectively, according to some distance
measure as described in [25]. The core of this non-parametric paradigm is the
form of the similarity function that computes the distances from the new in-
stance to the training instances, to find the nearest or k-nearest training in-
stances to the new case. In our experiments the IB paradigm is used, an inducer
developed in the MLC++ project [26] and based on the works of [27] and [28].

- Naive Bayes classifiers: The Naive-Bayes (NB) rule [29] uses the Bayes
theorem to predict the class for each case, assuming that the predictive genes
are independent given the category. To classify a new sample characterized
by d genes X = (X1,X2, ... ,Xd), the NB classifier applies the following rule:

cNB = arg max p(cj)
d∏

i=1

p(xi|cj) (1)

where cNB denotes the class label predicted by the Naive-Bayes classifier
and the possible classes of the problem are grouped in C = c1, ... , cl. A
normal distribution is assumed to estimate the class conditional densities
for predictive genes. Despite its simplicity, the NB rule obtains better results
than more complex algorithms in many domains.

- Naive Bayesian Tree learner: The naive Bayesian tree learner, NBTree
[30], combines naive Bayesian classification and decision tree learning. It uses
a tree structure to split the instance space into sub-spaces defined by the paths
of the tree, and generates one naive Bayesian classifier in each sub-space.

Feature Subset Selection by Estimation of Distribution Algorithms.
The basic problem of ML is concerned with the induction of a model that clas-
sifies a given object into one of several known classes. In order to induce the
classification model, each object is described by a pattern of d features. Here,
the ML community has formulated the following question: are all of these d
descriptive features useful for learning the ‘classification rule’? On trying to re-
spond to this question, we come up with the Feature Subset Selection (FSS)
[31] approach which can be reformulated as follows: given a set of candidate fea-
tures, select the ‘best’ subset in a classification problem. In our case, the ‘best’
subset will be the one with the best predictive accuracy. Most of the supervised
learning algorithms perform rather poorly when faced with many irrelevant or
redundant (depending on the specific characteristics of the classifier) features. In
this way, the FSS proposes additional methods to reduce the number of features
so as to improve the performance of the supervised classification algorithm. FSS
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can be viewed as a search problem [32], with each state in the search space
specifying a subset of the possible features of the task. Exhaustive evaluation of
possible feature subsets is usually unfeasible in practice due to the large amount
of computational effort required. In this way, any feature selection method must
determine the nature of the search process. In the experiments performed, an
Estimation of Distribution Algorithm (EDA) has been used which has the model
accuracy as fitness function. To assess the goodness of each proposed gene sub-
set for a specific classifier, a wrapper approach is applied. In the same way as
supervised classifiers when no gene selection is applied, this wrapper approach
estimates, by using the 10-fold crossvalidation [33] procedure, the goodness of
the classifier using only the variable subset found by the search algorithm.

Other Feature Subset Selection Approaches. Several approaches have
been developed to search a good attribute selection. On Filter Based approach
the attribute selection takes a statistical measure of each variable and sorts them
according to the obtained value. Among them, Principal Component analysis
takes a measure of the correlation and covariance among the predictor variables
and the class. Transformation based Feature Selection is a second approach which
transforms the representation space to obtain a reduced one. For instance, Sin-
gular Value Decomposition transforms the classification problem in another one
after projecting the variables through a Matrix, while the number of singular
selected values determines the dimension (size) of the vectors.

Another Feature Subset Selection technique, the one used in this paper, is the
so called Wrapper approach in which a subset of variables is selected based on
the accuracy of the classifier itself. Two simple ways to perform this selection
are the following:

- Forward: starts with an empty set of variables and adds to the set, at
each step, the variable which most increases the obtained accuracy, until no
increase is obtained.

- Backward: starts with all the variables and deselects variables while no
decrease is produced.

These approaches are outperformed by a more powerfull method based on Evo-
lutionary Algorithms; such as EDA. As it can be seen, the rest of the approaches
are local guided, while the used one is a more sophisticated search engine, which
is supposed to outperform the rest of the approaches. In fact, this happens with
any greedy search when compared to an evolutionary one when applied to the
same search problem.

4 Experimental Results

The above mentioned methods have been applied over the crossvalidated data
sets using the MLC++ library [26]. Each dataset corresponds to a single actor.
Experiments were carried out with and without FSS in order to extract the ac-
curacy improvement introduced by the feature selection process. Tables 1 and 2
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show the classification results obtained using the whole set of variables, for
Basque and Spanish languages respectively. Each column represents a female
(Fi) of male (Mi) actor, and mean values corresponding to each classifier/gender
are also included. Last column presents the total average for each classifier.

Results don’t seem very impressive. ID3 best classifies the emotions for fe-
male actresses, for both Basque and Spanish languages, while C4.5 outstands
for Basque male actors and IB for Spanish male actors. Results obtained after
applying FSS are more appealing, as can be seen in Tables 3 and 4. There, classi-
fier IB appears as the best paradigm for all the categories, female and male, and
Basque and Spanish languages. Moreover, the accuracies outperform the pre-
vious ones in more than 15%. It must also be highlighted that FSS improves the
well classified rate for all the ML paradigms, as it can be seen in Figure 1.

Table 1. 10-fold crossvalidation accuracy for Basque language using the whole variable
set

Female Male Total
F1 F2 F3 mean M1 M2 M3 M4 mean

IB 35.4 48.8 35.2 39.8 44.2 49.3 36.9 40.9 42.8 41.5
ID3 38.7 45.5 44.7 43.0 46.7 46.9 43.3 51.1 47.0 45.3
C4.5 41.5 52.2 35.0 42.9 60.4 53.3 45.1 49.5 52.0 48.1
NB 42.9 45.8 37.7 42.1 52.2 44.1 36.2 41.4 43.5 42.9

NBT 42.3 39.8 35.2 39.1 53.1 46.2 45.2 43.3 46.9 43.6

Table 2. 10-fold crossvalidation accuracy for Spanish language using the whole variable
set

Female Male Total
F1 F2 F3 F4 F5 mean M1 M2 M3 M4 M5 mean

IB 34.6 43.6 54.6 54.6 38.2 45.1 25.5 33.6 51.8 47.7 33.6 38.4 41.8
ID3 36.4 52.7 49.1 47.3 42.7 45.6 20.9 30.9 40.9 47.3 40.0 36.0 40.8
C4.5 30.9 50.0 46.4 43.6 42.7 42.7 29.1 31.8 46.4 42.7 35.5 37.1 39.9
NB 38.2 42.7 49.1 40.0 42.7 42.5 24.6 30.9 49.1 45.5 34.6 36.9 39.7

NBT 42.7 43.6 49.1 50.0 39.1 44.9 18.2 27.3 40.9 48.2 42.7 35.5 40.2

Table 3. 10-fold crossvalidation accuracy for Basque language using FSS

Female Male Total
F1 F2 F3 mean M1 M2 M3 M4 mean

IB 63.0 68.0 59.3 63.5 72.7 67.4 61.0 62.8 65.9 64.9
ID3 62.7 60.5 65.5 62.9 72.7 62.0 56.5 62.7 63.4 63.2
C4.5 60.2 66.0 60.0 62.1 71.8 62.8 60.1 63.6 64.6 63.5
NB 64.5 64.6 48.9 59.3 74.6 62.5 62.7 60.0 64.9 62.5

NBT 58.6 61.1 54.8 58.1 74.4 59.9 62.7 59.4 64.1 61.6
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Table 4. 10-fold crossvalidation accuracy for Spanish language using FSS

Female Male Total
F1 F2 F3 F4 F5 mean M1 M2 M3 M4 M5 mean

IB 61.8 66.4 75.5 71.8 68.2 68.7 42.7 57.3 69.1 63.6 60.9 58.7 63.7
ID3 59.1 66.4 66.4 60.0 61.8 62.7 42.7 51.8 66.4 61.8 60.0 56.5 59.6
C4.5 57.3 62.7 64.6 65.5 63.6 62.7 43.6 56.4 65.5 64.6 56.4 57.3 60.0
NB 54.6 59.1 68.2 65.5 60.0 61.5 40.9 48.2 64.6 59.1 51.8 52.9 57.2

NBT 53.6 66.4 63.6 58.2 60.0 60.4 38.2 47.3 60.0 63.6 59.1 53.6 57.0

Fig. 1. Improvement in Basque and Spanish languages using FSS in all classifiers

5 Conclusions and Future Work

RekEmozio database has been used to training some automatic recognition sys-
tems. In this paper we have shown that applying FSS enhances classification
rates for the ML paradigms that we have used (IB, ID3, C4.5, NB and NBTree).
An analysis of the selected features by FSS is required. Moreover, the speech
data should be combined with visual information. This combination could be
performed by means of a multiclassifier model [34].
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6. López, J.M., Cearreta, I., Fajardo, I., Garay, N.: Validating a multilingual and
multimodal affective database. In: Proc. HCII, Beijing, China. LNCS, vol. 4560,
pp. 422–431. Springer, Heidelberg (2007)

7. Cowie, R., Douglas-Cowie, E., Tsapatsoulis, N., Votsis, G., Kollias, S.D., Fellenz,
W.A., Taylor, J.G.: Emotion recognition in human-computer interaction. Signal
Processing Magazine, IEEE 18(1), 32–80 (2001)
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